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Mispriced Risk in Insurance and Financial Markets: Causes and Consequences

S Ferris*

Abstract

Theoretically, insurance should be beneficial to society. But in practice, insurance systems may become dysfunctional, creating an excessive increase in systemic risk which is detrimental to society. In this paper we use a historical example to illustrate the typical features of a dysfunctional insurance market and construct a model of risk-taking behaviour. We draw parallels with the more recent problems in the credit risk insurance market, which contributed to a sharp increase in systemic risk prior to the Global Financial Crisis in 2008/2009. Construction of a model facilitates assessment of some proposals for reforms.
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1. Introduction

Ideally, insurance should be socially beneficial. When insurance markets work well, no individual needs to suffer a catastrophic loss; instead, all members of the insurance pool bear a small share of the any losses. Risks can be traded, which allows markets to set a price for risk. Given this price, each individual and each corporation will be able to determine its own optimal risk management strategy, ie. decide whether to take a risk, ameliorate a risk, avoid a risk, or transfer a risk.

However, under certain circumstances, insurance markets can become dysfunctional. When risks are underpriced, insurance markets may create an undesirable increase in risk-taking, which may be detrimental to the entire community. In response, governments often tighten regulation in order to ameliorate the ill-effects of these imperfect markets.

In this paper we will

- describe the typical characteristics of a dysfunctional insurance market;
- develop a model for the behaviour of market participants; and
- assess some of the solutions which have been adopted in insurance markets in the past.

Our objective is to build a model which will allow us to develop a greater insight into the structure of a dysfunctional market. Building this model is, we hope, the first step towards developing solutions.

For the purposes of illustration we will look at the nineteenth-century marine insurance market in England. The key features of this market were:

- Moral hazard - Ship owners had a great deal of control over the level of risk on each voyage; and there were financial incentives to take more risk.
- Underpricing of risk - For a number of reasons (described in more detail in Section 3), marine insurance was often readily available at relatively cheap premium rates.

- Adverse Selection - The availability of cheap insurance encouraged ship owners to take on more and more risk, by overloading and under-manning their ships.

- Underpricing and the Underwriting Cycle– There were a number of obstacles which prevented the underwriters from making an accurate assessment of risk. Furthermore, competition in the insurance market forced premiums down to unprofitable levels.

- Negative Externalities - Although ship owners often prospered by overloading their ships, this led to a sharp increase in the number of shipwrecks. Thousands of sailors died. Millions of pounds of cargo were destroyed. Several insurance companies failed.

- Regulation - There was a strong public outcry, and demands for more regulation of the industry. There was considerable controversy about the various proposals for reform.

Similar problems may arise in financial markets. Over the last twenty years we have seen an explosion in financial innovation. A plethora of new products has facilitated the transfer of all sorts of financial risks. In some cases, these risk transfer markets did not work efficiently. In particular, credit risks were often seriously underpriced. This underpricing led to an increase in risk-taking. The rampant growth in subprime lending ultimately destabilised the global economy.

We will draw some analogies between the British marine insurance market in the nineteenth century and the American credit risk markets in the twenty-first century. At first glance, these two markets seem quite different. But on closer inspection, it is clear that there are some striking similarities. We will argue that both cases can be modelled using the same approach.
Insurers have had about 200 years to devise solutions to problems in the marine insurance industry. Over the years, systems have evolved to create insurance markets which provides the economic advantages of spreading risk, without producing such severe adverse consequences for society. Is it possible that some of the reforms which were devised in the nineteenth century, to deal with dysfunctional insurance markets, might be useful in dealing with contemporary problems in financial markets?

2 Outline

Section 3 gives a brief description of the marine insurance market circa 1860.

Section 4 describes the characteristics of a dysfunctional insurance market, from the perspective of the customer (the insured). We assume that the customer has at least some control over the level of risk. We model the customer’s risk-taking decisions in the absence of insurance.

Section 5 describes the dysfunctional insurance system from the perspective of the insurer. The insurer must determine the rating structure and premium rates. The system will become dysfunctional if there are obstacles which prevent accurate assessment and pricing of risk. What are these obstacles?

Section 6 discusses some reforms which were designed to make the marine insurance system work in a manner which would be more beneficial to society. Many of these reforms were quite controversial and strongly opposed by influential ship owners. Some proposed that ship owners should be required to retain some risk, ie. they should have some “skin-in-the-game”.

Section 7 examines the “skin-in-the-game” rules, using our model to estimate the impact of such rules under equilibrium conditions.
3 Background: A Dysfunctional Marine Insurance Market

During the 1860s and 1870s, hundreds of British ships were lost at sea, and thousands of British sailors lost their lives. A British Member of Parliament, Samuel Plimsoll, argued that most of these deaths were preventable. The ships were sinking because the ship owners were neglecting the most basic safety precautions.¹

Plimsoll pointed out that the problem was at least partly caused by the marine insurance system. Ship owners could buy insurance at Lloyd’s, which would protect them from the financial effects of shipwrecks. Hence they had little incentive to ensure the safety of their vessels – and quite a large financial incentive to take on more risk, in order to increase profits. The availability of cheap insurance increased risk-taking throughout the industry – ultimately at great cost to the public, in loss of life and property.

Inefficiencies in the insurance market meant that high-risk ventures could obtain insurance at low premium rates. This created perverse incentives. Some ship owners found it profitable to deliberately overload their ships, while relying on insurance to cover the consequential losses. This led to an adverse selection spiral. Prudent ship owners found it difficult to compete with irresponsible ship owners: so prudent ship owners had an incentive to lower their own standards. The overall level of risk in the market spiralled inexorably upwards.

The level of shipwrecks increased. Insurers suffered losses; several insurers failed, resulting in losses for their policy holders. Over time, premium rates increased sharply to cover the higher level of risk; this pushed up the costs of transporting goods, which had an impact on the wider economy.

And of course there was considerable “collateral damage”. Many sailors lost their lives in the shipwrecks, leaving behind destitute

¹ Plimsoll, Our Seamen, 1873. Henceforth we will refer to this source as Plimsoll.
widows and orphans. More than 8000 lives were lost at sea off the English coast during the period from 1861 to 1870.²

In his polemic *Our Seamen*, published in 1873, Plimsoll provided a thoughtful analysis of the ill-effects of a dysfunctional insurance system. He realised that insurance was in the public interest – but only if properly regulated to eliminate perverse incentives.³

4 The Ship owners’ Perspective

In order to understand the mechanics of this dysfunctional market, we need to model the ship owners’ decision-making processes.

Each businessman must manage risk. Risk managers must address the following issues:

- **Control**: What risk factors are under my control?
- **Profitability**: How will different risk management strategies affect the profitability of my business?
- **Risk-Return Tradeoff**: Would it be better to forego some profits in order to reduce risk?
- **Diversification**: Can these risks be managed by diversification?
- **Risk Transfer**: Would it be better to transfer some risk to others, eg. by buying insurance or using derivative contracts?
- **Competition**: How will profitability be affected by our competitor’s management of risk?

After considering these issues, the businessman will choose the optimal level of risk for his business.

² Plimsoll, page 56, citing Board of Trade statistics.
³ Plimsoll was certainly not the first person to recognise the deficiencies of the marine insurance system. Parliamentary enquiries on wrecks in the timber trade to examine the causes of shipwrecks were set up in 1839 and 1843. “The investigation drew attention to ten determining factors, including defective construction, inadequate equipment, imperfect state of repair, improper and excessive loading, incompetence of masters, drunkenness among officers and crew, and marine insurance which inclined shipowners to disregard safety” (emphasis added) cited in Boisson (1999).
Unfortunately, the optimal level of risk for his business may have detrimental consequences for other members of the community.

4.1 Control

First year actuarial students learn that risks are only insurable if they are *fortuitous* – ie. if the occurrence of the event is largely a matter of chance. If the event is not fortuitous – if the insured has a great deal of control over the risk – this may create a moral hazard.

In the 1860s, the owner of a ship had a great deal of control over the risk of shipwreck.

Going to sea was a dangerous business. A certain level of risk was inevitable. Given the state of marine engineering at that time, ships might be expected to founder in extreme weather – such losses were unavoidable. But ship owners could minimise the risk by taking sensible precautions.

Plimsoll analysed the data on shipwrecks from the 1860s. He found that many of the shipwrecks should never have happened, because they were entirely preventable. Plimsoll found that many ships were sinking in relatively moderate weather ie. when the wind was force six or under (no more than a strong breeze).\(^4\)

Why were they sinking?

Plimsoll believed that the ship owners were deliberately taking on more and more risk. The ship owners had control over many of the factors which affected risk: the level of loading; the construction and maintenance of ships; and the number of crew on board.

**Overloading**: Experienced sailors had rules for safe load limits, eg. by measuring the ratio of freeboard to the depth of the hold. But Plimsoll observed that more and more ships were travelling very low in the water, due to excessive cargos. In stormy weather, the seas

\(^4\) Plimsoll page 1-12
might easily wash over the deck, and pour into the hold of the ship. The ship would then founder.

**Maintenance:** A prudent ship owner would carefully overhaul his ship after each voyage. But a government investigation into shipwrecks found that hundreds of deaths were caused by defects in the ships or equipment, including poor maintenance and repairs.

**Under-manning:** Plimsoll also noted that ship owners were cutting costs by reducing the size of the crew. A small crew could handle the ship safely during fair weather, but would not be able to cope during a storm.\(^5\)

**Construction:** Ship owners were deliberately constructing vessels which were very likely to be unstable. Ship owners had realised that longer ships could carry more cargo with little extra expense – and make higher profits. As a result, well-built ships were being deliberately modified to be longer then carry more cargo – even when it was clear that this would make them dangerously unstable.\(^6\)

Moral hazard exists whenever the insured has a great deal of control over the level of risk. Of course, moral hazard is present to some degree in many types of insurance contract: eg. a householder who has insurance might be rather careless about locking his back door. But in such cases the insured’s behaviour has a relatively small impact on the level of risk. Moral hazard is a much more serious problem when the insured’s actions can double or triple or quadruple the risk.

---

\(^5\) Plimsoll page 57
\(^6\) Plimsoll, page 67
Analogy to credit markets

In the US home loan market, the lender has a great deal of control over the level of risk for any loan. The lender controls:

- The level of “overloading”, ie. the risk of default is increased by lending more than the borrower can afford to repay (measured by the size of the loan relative to the borrower’s income); and the risk of loss-given-default is increased by allowing high loan-to-value ratios.

- The level of “manning” ie. the lenders could cut costs by skipping checks on income levels and collateral values, eg. by offering low-doc loans and omitting independent property valuations.

- The “construction of the vessel”, ie. risk can be increased by changing the design of the loan product. Products which included features such as adjustable interest rates, low initial repayments, and negative amortisation are inherently unstable.

Factors which are under the lender’s control have an enormous impact on the probability of default. Over the last few years, we have seen the wide gap between the default rates on traditional loans, and the default rates on various types of high risk loans. For example, in August 2009 the Mortgage Bankers Association National Delinquency Survey reported that the delinquency rate on subprime loans was 25.35%, compared to 6.41% for prime loans; the foreclosure rate for subprime loans was 4.13%, compared to a rate of 1.01% for prime loans.\footnote{Mortgage Brokers Association (2010)}

In order to model the behaviour of our insurance system, we will need to estimate a Risk Function. We will assume that the probability of a shipwreck \(q\) depends on the Load \(L\). The Load variable represents all the risk factors which are under the control of the ship owner.

\[
\text{Probability of Shipwreck} = q(L)
\]

In our model, we will assume that a higher Load increases the risk of shipwreck (ie. \(q\) is an increasing function of \(L\)). The graph below
shows a hypothetical Risk Function. The derivation of this Risk Function will be explained in more detail below.

Figure 1  Probability of shipwreck as a function of load

4.2 Profitability: Financial incentives to take more risk

Moral hazard exists whenever the insured has a great deal of control over the level of risk. When these people also have a strong financial incentive to take on more risk, then the moral hazard increases. Therefore our model of a dysfunctional system will also need to include a Wealth Function, which measures the financial incentives to take risk.

As Plimsoll pointed out, in the nineteenth century, the ship owners could make enormous profits by overloading their ships. This situation was exacerbated by leverage, because each voyage had a high level of fixed costs.
“When you consider how small an addition to the fair load of a ship will augment the profits of a trip 25, and even 50 per cent, you will easily see how great was the temptation, especially in settled weather, to add the extra weight.

When freights run low, the margin for profit over expenses is small; it may take nine-tenths of the cargo to pay the costs; an addition, then of only 10 per cent to the weight of the cargo will double the profit, and 20 per cent, which will still leave the ship in trim difficult to find fault with, will treble the earnings; and when we consider the enormous advantage this gave to the reckless, and the temptation to even those who disapproved of the practice to follow it in self-defence, it is really wonderful to me that the practice should now be, as it undoubtedly is, confined to only a section of the trade.”

Analogy to credit markets

Bankers also have to make a decision about how much Load (risk) they are willing to take, and of course bank profits are highly leveraged. A bank may be able to increase its return on equity by taking on more risk – ie. by making riskier loans at higher interest rates. Obviously some banks will be tempted by this opportunity – especially if they can easily insure themselves against the default risk.

In our model, the **Wealth Function** will show the relationship between Load (risk-taking) and Wealth.

In our model, Expected Wealth is calculated as follows:

We have a ship worth $S$.

We can borrow $L$, which will be used to buy goods.

If the voyage is successful, we can sell the goods for a profit of $m$ per unit load and repay the loan $L$. Our net wealth will be $S + mL$.  

---

Plimsoll page 41; see also page 28 for similar comments
On the other hand, if the ship is wrecked then we lose the ship, and we must still repay the loan $L$.

Mathematically:

Wealth if successful = $S + mL$ with probability $1-q(L)$

Wealth if shipwrecked = -$L$ with probability $q(L)$

Expected wealth = $[1-q(L)](S+mL) + q(L)(-L)$

We will assume that each shipwreck leads to 100% loss: nothing is salvaged. We could make a more realistic model by building in a parameter for loss-given-default, but at this stage we would prefer to keep the model as simple as possible.

**Wealth Maximisation**

Our model suggests that the expected wealth $W$ will vary depending on the values of the Load $L$, the value of the ship $S$, and the profit margin $m$.

A ship owner who wishes to maximise his expected wealth can solve the equation to find the value of $L$ which maximises the expected wealth for given values of the profit margin $m$ and the value of the ship $S$.

The solid line in the following diagram shows the expected value of wealth for $m = 10\%$ and $S = 10$. In this case the ship owner would maximise his expected wealth by choosing a Load of about 133.

---

9 We could allow for interest on the loan but this is an unnecessary complication – we could just adjust $m$ and $L$ to allow for interest.
The optimum Load Level depends on both the profit margin \( m \) and the value of the ship \( S \).

As you would expect, the higher the profit margin \( m \), the greater the potential rewards for overloading (for a given value of \( S \)). If the profit margin was 8%, then the optimum Load would be about 126 units. If the profit margin was 12%, then the optimum Load would be about 138 units.

Similarly, the value of the ship \( S \) affects the loading policy. If the ship has a low value, the ship owner has less to lose if the ship is lost at sea, and hence the ship owner might be more willing to take risks by overloading. For example, in the mid-1800s, the shipping industry
was disrupted by the development of new technology: iron ships replaced wood. This meant that the old, less efficient wooden ships were no longer very valuable. Since this reduced the value of $S$, it seems likely that the owners of the older wooden ships were more likely to take risks by overloading (other things being equal).

**Analogy to credit markets**

If we apply this model to credit risk, then $S$ may be regarded as roughly analogous to the bank’s capital, and $m$ might be regarded as roughly analogous to the interest margin on a loan.

The model suggests that (i) lenders with low levels of capital would be more likely to take more risk and (ii) lenders will take more risk if there is a larger spread between the interest rates charged on prime loans and subprime loans.

This fits in with some observed behaviour in financial markets. For example, during the Savings and Loans crisis of the 1980s, many S&Ls were allowed to continue to operate even when their (realistic) capital levels had been severely eroded. With nothing to lose, many of the S&Ls adopted high-risk lending strategies, moving out of residential lending and into commercial property development and junk bonds.

The above model assumes that the ship owner would be required to repay the loan $L$ even if the ship foundered. Suppose that the ship owner declares bankruptcy when his ship is wrecked; suppose that bankrupts are not required to repay any debts. We can modify the model so that the wealth is 0 after a shipwreck (instead of $-L$). If we allow for such an “insolvency put option”, then the optimum Load Levels would naturally be much higher (other things being equal); and the optimum Load Level becomes very sensitive to both the profit margin $m$ and the value of the ship $S$.

### 4.3 Risk-Return Trade-offs: Allowing for Risk Aversion

Of course, most ship owners would be risk-averse. Therefore they would not simply aim to maximise expected profits – instead, they would choose a load level which would maximise their expected
utility. Each ship owner will have his own risk-return preference which will determine the choice of Load. Hence, in order to model risk-taking behaviour, we need a *Utility Function* for the ship owner.

We will assume that our ship owners have an exponential utility function, where

\[ U(w) = 1 - \exp(-w/R) , \]

where the parameter R reflects the ship owner’s propensity to take risk.

In the following diagram we show the expected utility for ship owners who have exponential utility functions for different values of R.

When the ship owner is risk-neutral (R approaching infinity), he will choose a Load of about 133 (ie. he will simply maximise profit regardless of risk) and the shipwreck probability will be about 2.4%.

Those with higher levels of risk aversion will choose lower Loads, ie. preferring lower risk and lower profits. For example, a ship owner who is highly risk averse (R=100) will choose a load of just 103, with shipwreck probability 1.4%.
Based on Plimsoll’s observations, most uninsured ship owners were quite risk averse: they diligently repaired their ships after every voyage and avoided overloading.

**Analogy to credit markets**

Prior to the development of the securitisation market, most banks were reasonably prudent. Most banks would apply quite strict underwriting criteria for home loans, and the overall level of default was correspondingly low – even during recessions. Although the banks could have earned higher rates of interest by making sub-prime loans, they normally refrained from doing so (with some exceptions - there are always a few banks which have a stronger risk appetite).

As explained below, the development of credit risk transfer markets allowed diversification of risk, which shifted the risk-return trade-off.
4.4 Diversification Benefits: Correlated Risks (The Weather)

Could a ship owner use diversification to manage his risk? Diversification would be most beneficial if the risks were independent. But was this a realistic assumption?

In shipping, the risk of shipwreck is not constant – it varies from one year to the next, depending on external factors such as the weather. These environmental factors affect all the ships which are at sea in a given geographical area.

The shipwreck statistics indicate that there was considerable variation in the number of wrecks from year to year. The following graph shows the number of wrecks and the number of lives lost at sea between 1862 and 1871 (Note: Plimsoll’s *Our Seamen* was published in 1873).

---

10 Plimsoll page 56
Plimsoll noted that there was an interaction between the load level and the weather. An overloaded, undermanned, and poorly maintained ship would have a good chance of survival, as long as the weather was favourable – in Plimsoll’s words, “as long as the sea was as smooth as a mill-pond the whole way”.

In good weather, safely-loaded and overloaded ships would both have a very good probability of survival; in poor weather, the overloaded ships would have a much higher probability of wreck.

This interaction creates a correlation between risks. Allowing for the interaction between Load and Weather, this correlation is much stronger for overloaded ships. Adopting the terminology of investment theory, since all risks are exposed to the same weather-related risks, there is a certain level of “non-diversifiable” or systematic risk. The overloaded ships have a higher exposure to these systematic risks – analogous to a high-beta share which has a stronger correlation to market forces than a low-beta share.
Analogy to credit markets

In the credit risk markets, economic conditions are analogous to “the weather”. Interest rates, home prices, and unemployment rates are factors which will affect the probability of default for all outstanding loans; and they are beyond the control of any individual lender. These economic conditions vary over time and affect the risk of default on all loans.

However, there is an interaction between loan type and economic conditions. When the “economic weather” is favourable, all types of loans (both prime and subprime) will have low default rates. But default rates will diverge when the economy falls into recession. Prime loans will continue to have quite low default rates. But default rates on sub-prime debt will spike sharply upwards whenever interest rates rise, home prices fall, and unemployment increases.

In order to model diversification benefits, we will need a better Risk Function, one which allows for both environmental factors (“the Weather”), and individual risk factors (“the Load”). Let $f(L,W)$ be the probability of shipwreck for Load $L$ and Weather $W$.

For our model, we will assume that there is an interaction between Load and Weather so that:

- When the Weather is favourable, the risk of loss is low for all ships, whatever Load they are carrying. In our model, we assume a 1% chance of shipwreck for all ships during very good weather.

- When the Weather is poor, then overloaded ships are especially vulnerable to shipwreck; but ships which are in a good state of repair and carrying a safe Load are much more likely to survive despite such bad weather. For the purposes of illustration, our model assumes that during a very severe storm the safest ships have a 5% chance of shipwreck, but ships which are severely overloaded have a 50% chance of shipwreck [$q(100,10) = 5\%$ and $q(150,10) = 50\%$].
- We could model the probability of shipwreck using a logistic model which allows for such interactions, ie.

\[
f(L, W) = \frac{\exp(a + bL + cW + dLW)}{1 + \exp(a + bL + cW + dLW)}
\]

where \(a, b, c,\) and \(d\) are fitted parameters of the model.

**Figure 5:** Probability of Shipwreck as a function of Load & Weather
To make the model complete, we would also need to know the probability distribution for the weather. How often do severe storms occur? Naturally this would vary depending upon the route of the ship and the season. For the purposes of illustration, we have adopted the following hypothetical distribution for the weather on a particular trade route. Weather is treated as a discrete random variable which takes values from one to 10 (in Plimsoll’s time, a scale of one to 10 was used to measure wind strength).

**Figure 6: Distribution of the Weather**

If we know the impact of Weather-Load interactions (given by $f(W,L)$) and probability of bad weather (given by $Pr(W=w)$), then we can derive the hypothetical Risk Function $q(L)$. Figure 1, given in section 3.1 above, shows this function.

We can also model the impact of diversification.

If a ship owner was able to diversify his risks, this would increase his “efficient frontier”, i.e. his set of possible risk-return alternatives. This might alter his choice of Load levels – he might be willing to take more risk on each individual voyage, as long as the variation in total profits (for his whole fleet) could be reduced by diversification.
Based on our model, a risk-averse non-diversified ship owner would choose a Load Level of 103. But a ship owner who diversified his risk among 20 equally loaded ships would maximise his utility by choosing a Load Level of 125 (using the same base-case assumptions).

So the effect of diversification would be an increase in risk-taking. This matches Plimsoll’s observations – he identified certain wealthy fleet owners as being particularly prone to overload all of their ships. Ship owners who owned just one ship would be reluctant to overload.

Of course, the choice of optimum load level is strongly affected by the probability distribution of the weather, which may be very difficult to assess. If ship owners assumed that the probability of bad weather was somewhat lower than it really is, (and hence overestimated the benefits of diversification), then they might easily take on too high a level of risk.

Similarly, the choice of optimum load level is strongly affected by the assumptions about the risk of shipwreck in severe weather. If ship owners underestimate the vulnerability of overloaded ships to bad weather, they would be more likely to overload. Again, this probability might be difficult to assess accurately. Suppose that in the past, very few ships were severely overloaded. Suppose that severe weather is relatively uncommon. There may be very little data on the past experience of overloaded ships in poor weather, which could lead to either under-pricing or over-pricing.

**Analogy to credit markets**

It is clear that many financial institutions which invested in structured products overestimated the benefits of diversification, and hence had a poor understanding of the tail risks of their portfolios. They misjudged the correlations between the different products they owned – and this led them to take on too much risk. The difficulties were exacerbated by a dearth of historical data on the behaviour of structured products during the down side of the economic cycle.\(^{11}\)

\(^{11}\) For a critique of the models and data used by the Credit Rating Agencies, see Financial Stability Forum(2008) ; the SEC (2008) ; and Baily, Elfendorf, and Litan (2008)
This is not the first time the financial markets have overestimated the benefits of diversification. During the 1980s, Drexel Burnham encourage investors to buy diversified portfolios of “high yield” bonds (ie. junk bonds). Researchers claimed that diversification could be used to reduce portfolio. However, when the junk bond market collapsed, it became clear that the correlations between these junk bonds had been underestimated. Diversification did not protect the investors from large losses.

4.5 The Impact of Risk Transfer Arrangements

The establishment of an insurance market changes the risk-return trade-offs. Hence, the availability of insurance may well lead to an increase in risk-taking.

This effect was explicitly recognised in the earliest English legislation governing marine insurance, ie. in Elizabethan times (1601).

“...by means of which policies of assurance it cometh to passé, upon the loss or perishing of any shippe there followeth not the undoing of any man, but the losse lighteth rather easily upon many than heavily upon fewe, and rather upon them that adventure not than upon them that doe adventures, whereby all merchants, speciallie the younger sort, are allured to venture more willingly and more freelie”.  

This increase in risk-taking might be beneficial to society. Plimsoll noted that marine insurance had positive effects for society: “By giving greater security to our trade, has tended to increase our mercantile marine, to the great advantage of the nation.”

4.5.1 Bottomry – The Earliest Asset-Backed Securities?

In the earliest days of marine insurance, “bottomry” was commonly used to spread risks. The ship owner or merchant would

---

12 Lowndes page 33 citing the Elizabethan Statute of 1601
13 Plimsoll page 42
borrow money to buy goods, promising to repay the loan with interest at a specified rate if the voyage was successful. However, if the ship was wrecked, then the merchant did not have to repay the loan or the interest. That is, it was a non-recourse loan. The ship owner would still benefit from any profits made on the sale of goods, over and above the interest rate paid on the bottomry loan, but his losses would be limited.

The interest rate charged on the loan would of course reflect the dangers inherent in the voyage (the route taken, the seasonal weather effects, etc). A higher rate would be charged when there was a higher risk of shipwreck.

**Analogy to credit markets**

We can see the similarity to more modern methods of finance. These days, the home-lender will create a Special Purpose Vehicle which provides a source of funds for lending. The investors in the SPV receive bonds which pay a fixed rate of interest – secured by the home loan repayments. If the loans default, then the SPV investors suffer a loss. They do not have recourse to any payment from the home lender. The rate of interest earned by the SPV bond-holders should theoretically reflect the risks inherent in the portfolio of loans.

### 4.5.2 Marine Insurance at Lloyd’s

Over time a more efficient marine insurance market developed, largely centred on Lloyd’s in London.

As an example, consider the risk-averse ship owner described previously. In the absence of any insurance, he will choose a Load of 103. How will his decision be affected by the existence of insurance?

This depends on the structure of premium rates.
Case 1: Risk Premium

If the insurance premium is equal to the risk premium (ie. the expected value of losses), and the ship owner can insure the full value of the ship and the load and the expected profit on sale of goods, then the premium will be \( P(L) = q(L) \times (S + L + mL) \).

The ship owner’s wealth is:

Wealth = \( S + mL - P(L) \) if the voyage is successful

Wealth = \( S + mL - P(L) \) if the voyage ends in shipwreck

Expected Wealth = \( S + mL - P(L) \) with certainty

In this case, the insurer has eliminated the risk to the ship owner, without making any charge for the transfer of risk. That is, the market price of risk is 0. Based on our model, in these circumstances every ship owner, even those who are most risk-averse, should choose the Load Level which maximises profit. The optimum Load Level will jump to 133 for every ship owner.

Case 2: Expected Value Pricing plus a Risk Margin

Of course, insurers would normally include a risk loading in their premium rates. The simplest type of risk loading is a constant percentage loading (ie. the premium charged is \( (1+x) \times \) the risk premium). How would this percentage loading affect the ship owners decision about risk-taking? The following diagram shows the optimal load levels (ie. optimal in terms of maximising the utility function) for different percentage loadings on the risk premiums. For example, if the risk premium is loaded by 30%, the optimum Load falls to 124; a premium loading of 60% would reduce the optimum Load to 117.
The insurer’s risk aversion would affect the size of the premium loading – which would in turn affect the level of risk-taking in the shipping industry.

Of course, these days insurers would normally use more sophisticated methods to determine the appropriate risk margin. These methods usually require a reasonable estimate of the distribution of outcomes. It would be an interesting exercise to assess the impact of different theoretical pricing systems on the optimum load levels. However, in the marine insurance markets of the 1860s, the pricing of insurance was much less sophisticated. For reasons outlined in Section 5 below, marine insurers had great difficulty in estimating accurate risk premiums for different risks.
Case 3: Pricing based on Average Industry Loss Ratios

In many cases, the Lloyd’s underwriters tended to charge the same premium rate for all ships, as long as they were registered in the Lloyd’s Book.\textsuperscript{14} Since the same premium was charged regardless of the quality of construction, then was no incentive for the ship owners to manage their risks. This created a “race to the bottom” in the constructing and maintenance of ships.

"Underwriters, it is notorious, as a rule, make no distinction in their premiums; all who come up to the standard in Lloyd’s Book are rated alike; that is, perhaps, a necessary result of the wholesale system of dealing to which they are driven by competition. ...A new ship, then, seldom or never falls short of this minimum; but equally seldom, not to say never, exceeds it...That is to say, the present system of insurance causes that the minimum of efficiency becomes, in the vast majority of cases, likewise the maximum. The ship owner who insures his ship up to her value has no pecuniary interest in doing more to her, in any direction, beyond coming up to a sort of minimum standard." \textsuperscript{15} (emphasis added)

We can incorporate this approach into our model by setting a premium rate which is unrelated to the shipwreck risk for any individual ship. Suppose that premium rate is based on the average shipwreck rate for all ships, which maybe denoted as $q$. The premium charged is simply $q$ multiplied by the sum insured. Assuming that the sum insured covers the ship plus the value of all the cargo (including the expected profit margin on the cargo).

\[
\text{Premium} = q \times (S + L + mL)
\]

Then the insured ship owner will have

\[
\text{Expected Wealth} = S + mL – \text{Premium with certainty}
\]

\textsuperscript{14} The premiums would of course reflect the length of the trip, the route, seasonal weather factors, the nature of the cargo, etc.
\textsuperscript{15} Lowndes (1884) page 108
This means that the ship owner has every incentive to load up as much cargo as the ship can physically bear.

The graph shows the effect. The two straight lines represent the expected profit when a flat premium rate is applied. One line represents a low value of \( q \) (industry average risk equal to Load of 100), the other represents a high value of \( q \) (industry average risk equal to Load 160). In both cases the profit-maximiser will choose the highest possible Load, i.e. as much as he can physically fit onto the ship.

This fits with the behaviour which Plimsoll observed in the 1860s. Some ships were indeed laden to the absolute physical limit – i.e. so heavily laden that the deck was barely above the waterline. When seas were rough, waves could easily wash over the decks and pour into the hold, with disastrous results.

For comparison, the graph also shows the Expected Profits when the premium rate is the risk premium appropriate for the ship’s own load, plus a profit loading of \( x\% \). Three curved lines represent this premium structure, with loadings of 0\%, 30\%, and 60\%. In these cases, the profit-maximiser will choose Load levels of 133, 124, and 117 respectively.
4.6 Competition and the Adverse Selection Cycle

Whenever insurers charge the same premium rates for different risks, there is the risk of creating an adverse selection cycle.

Despite the financial incentives to overload, perhaps some ship owners would initially resist this temptation. After all, each shipwreck was likely to lead to the deaths of all of the crew members. But it would be difficult for these prudent ship owners to compete with the more irresponsible ship owners. If other ship owners were overloading, they would be making higher profits and/or would be
able to charge lower prices. This would force the more prudent ship owners out of the market – or else force them to change their strategy to match their competitors: they would be forced to increase loads, and/or cut costs on construction and maintenance.

As a result, the average level of risk in the market would gradually increase.

An increase in risk-taking would eventually lead to an increase in claims costs. But it might take some time for the insurers to react to this change in the systemic risk. There might be a few years of good weather, so that claim rates might not increase immediately. Even when bad weather led to an increase in claims, it might be difficult to distinguish between the “weather effect” and the “load effect” – insurers might assume that the increase in claims was simply a random fluctuation, rather than a result of increased risk-taking. Hence, they might delay premium rate increases. Those insurers who were slow to adapt to the new situation would keep premium rates low, hence winning more new business. These insurers would ultimately suffer larger losses, possibly leading to insolvency (ie. a phenomenon known as “the winner’s curse”).

Eventually, of course, insurers would be forced to increase premium rates simply to remain in business. These rate rises would affect all ship owners, both those who overloaded and those who did not. The increase in premium rates would probably push any prudent ship owners out of business.

In other words, an adverse selection cycle would develop, ultimately leading to increasing risk, increasing claims costs, and increasing premiums.

This pattern of escalating premium rates was indeed observed in the marine insurance market in the mid 1800s. Over a period of about twenty years, there was an enormous increase in the number of claims; and premium rates doubled.\(^\text{16}\) This created problems for the

\(^{16}\) Masters, page 87
ship owners. Indeed, some of the more responsible merchants and ship owners petitioned the government to impose more regulation (including restrictions on overloading), because they could no longer afford the ever-increasing premium rates.\(^17\)

Furthermore, as claim costs escalated, insurers faced declining profitability. During the 1860s, several marine insurers became insolvent – especially new insurers which were not as competent in assessing risks, and also keen to cut premiums to gain market share (explained in more detail below).

### Analogy to credit markets

The adverse selection cycle is also apparent in the credit risk markets over the last decade. Initially, there were only a few lenders who specialised in subprime lending and low doc loans. But the subprime lenders reported handsome profits (apparently with low risk); and they gradually increased their share of the market.

Eventually, in order to defend their market share, the more established lenders also relaxed their underwriting standards and moved into the subprime market, making low-doc loans with high loan to value ratios. The subprime loan market grew, increasing the overall credit risk in the economy.

Gerardi, Lehnert, Sherlund and Willen (2008) describe the rapid deterioration in underwriting standards from 1999 to 2007.\(^18\) The adverse selection cycle was driving a decline in underwriting standards.

### 4.7 The Growth of Speculation

Normally, insurers will only sell insurance to those who have an insurable interest. This reduces moral hazard.

However, when marine insurance was mispriced, speculators became keen to invest in insurance policies. During the 1860s and

\(^17\) Plimsoll page 97
\(^18\) Gerardi, Lehnert, Sherlund and Willen,(2008)
1870s, there was an upsurge in “wager policies”, ie. purchase of insurance by those who had no insurable interest.

If the speculators had no special knowledge - no inside information - then this was merely gambling.

However, if the speculators did have inside information about the seaworthiness of any vessel, then wager policies could be a highly profitable form of investment for the speculators – but of course ruinous for the insurers who sold such policies.

If the speculators were able to influence the likelihood of a shipwreck, then over-insurance was a much more serious risk. A ship owner could load up a ship with worthless cargo and insure it for far more than it was worth. The ship owner and his friends might also buy additional “wager policies”. Then it would become extremely profitable to scuttle the ship (many poorly-paid sailors were susceptible to bribery; they could scuttle the ship while it was conveniently close to shore, ensuring no loss of life).

Analogy to credit markets

From 2000 to 2008, there was an explosion in speculative trading of credit risks. If an investment banker had inside information about the probability of default – information which was not available to the rest of the market – then this could be very profitable indeed.

As an example, consider Goldman Sachs’ ABACUS deal. Goldman created synthetic CDOs where the return was linked to the performance of a particular set of mortgage backed securities. Goldman had good reason to believe that these particular mortgages had a high probability of default (because these mortgages were selected by a hedge fund which was shorting the securities). However Goldman neglected to share this information with the investors who were buying the ABACUS securities. The investors suffered losses of more than $1 billion. Goldman was later fined $550 million for providing incomplete information.

---

19 See Jones (2006), page 314 for Plimsoll’s allegations and public opinion on this issue
At the Financial Crisis Inquiry, Lloyd Blankfein admitted that Goldman Sachs had “sold bundles of troubled mortgages at the same time it placed bets with Goldman’s own money that their value would fall.” The Chairman of the Commission suggested that this was “a little bit like selling a car with faulty brakes and then buying an insurance policy on the buyer of those cars.”

Speculation can be highly profitable when markets are inefficient.

In the next section, we examine market inefficiencies in pricing risk.

5 Inefficiencies in Pricing Risk

Under-pricing of insurance will naturally tend to cause an increase in risk-taking. So why was underpricing so common in the marine insurance markets in the 1860s?

Based on Plimsoll’s observations of the marine insurance market, the obstacles to accurate underwriting were:

- Asymmetric information;
- Cost-benefit considerations in underwriting (the impact of diversification);
- Unreliable ratings from collective risk assessment agencies;
- An influx of naive investors into the insurance market; and
- Difficulties in enforcing utmost good faith requirements.

5.1 Asymmetric Information

Asymmetric information is always an issue for insurers – an applicant for insurance is very likely to know more about the risk than the insurer knows. However, this problem is naturally exacerbated

---

21 Sorkin (2010)
when the applicant for insurance has a great deal of control over the risk factors.

For example, in the 1860s, the wealthy ship owners generally had control over the construction of their ships. At the time, there were no regulations to impose any minimum standards on the ship-builder, so the quality of construction was quite erratic.\textsuperscript{22}

The underwriter would naturally wish to be sure that the ship’s construction was sound. But this was difficult, unless the underwriter actually inspected the ship regularly while it was under construction. Once the construction was complete, it would be difficult for any external inspection to find any hidden flaws.

For example, Plimsoll reported that some ship-builders used “devils”. These were bolts made of cheap iron instead of expensive copper. The visible part of the bolt (the head and an inch of the shaft) was made of copper, but the rest was iron. These bolts slowly corroded, with disastrous results. As soon as the ship ran into heavy weather, it would come apart at the seams.\textsuperscript{23}

If the underwriter sent a surveyor to inspect the ship after construction was complete, these faulty bolts would be hidden from view – making it impossible to assess the risk accurately.

Of course the ship owner would be well aware of the heightened risk arising from the use of such poor quality materials; and he would be sure to fully insure the risk (and perhaps even over-insure).

The greater the ship owner’s control over the risk factors, the greater the potential for information asymmetry.

\textsuperscript{22} Plimsoll page 51  
\textsuperscript{23} Plimsoll page 64
Analogy to credit markets

In credit markets, the quality of loans is controlled by those who originate the loan. Each mortgage broker would, of course, have “official” underwriting standards – but would the broker’s employees actually adhere to these standards, when they were under considerable pressure to make more and more loans? Evidence from a number of lawsuits suggests that many of the largest mortgage originators gradually relaxed their underwriting standards – but failed to reveal this to those who were buying the mortgages. (As an example, see the SEC’s complaint against Countrywide’s senior executives).24

Theoretically, independent agencies were appointed to check a sample of the loans included in a CDO package, to ensure that they met the stated underwriting standards. But would these inspectors be willing and able to detect poor underwriting? Muolo and Padilla (2008) have described a number of shortcomings in the review process – including pressure to work quickly, and to approve a high proportion of loans.25

5.2 The Impact of Diversification on Underwriting Standards

As Plimsoll noted, in the Lloyd’s market, each insurer took only a small share of any risk. Typically, each individual insurer would take no more than 5% of the risk on any ship, so that 20 different insurers shared the risk. An individual insurer would only suffer a maximum loss of say £100 or £150 on any risk.

Since the amount at risk was so low, it was not worthwhile for any individual insurer to assess any individual risk. The underwriter could check Lloyd’s Register for basic information about the construction and maintenance of the ship. But any more detailed assessment would have caused inordinate delays in underwriting. Huebner (1920) described the situation:

“... the underwriter at Lloyd’s has comparatively little opportunity to examine the risk as he would do in most other

24 SEC (2009)
25 Muolo and Padilla (2008)
branches of insurance... Concerning many factors relating to stowage, the amount of load, the size and efficiency of the crew, and numerous other facts equally vital to the safety of the vessel and cargo at sea, these publications [Lloyd’s Register] can offer little assistance.

Nor would it be to the interest of the insurer at Lloyd’s to make such an examination, assuming that he could do so. Not only would his limited time and the large number of proposals made to him daily render this impossible, but the mere fact that probably half a hundred other persons have underwritten the same policy will make it seem foolish that he alone should undertake the examination. To retain his business he must be quick in accepting or rejecting proposals on the spot, and cannot afford to tarry, since it is the broker’s business to secure insurance for his patrons as quickly as possible.

Moreover, the amount of the total risk to which he subscribes is comparatively small and usually limited to an amount which will not make it worth his while to pursue a detailed examination.”

Each insurer would underwrite hundreds of risks each year, but would be responsible for only a small amount of each risk. The insurers realised that some of these risks would be poor risks – but overall, the insurer assumed that the total claims cost would be acceptable, on average. This works well as long as the insurer’s “mix” of risks is reasonably stable – but the insurers would suffer a loss if the mix of risks in the market was shifting over time, eg. if ship owners were gradually taking on more and more risk.

Analogy to credit markets

John Talbot (2009) has argued that diversification has been a major factor in causing the global financial crisis.

“I think that this is the mistake that these very large institutional investors made with regard to mortgages and other
assets and with regard to the pricing of risk. They assumed that by being properly diversified they would minimise their risk, but their diversification strategy itself required that they hold so many assets that they did not have time to evaluate risk and return for each. Rather, [assuming that the market was efficient] they allowed the market to properly price the assets for them. In such a passive, highly diversified world, in which few are doing fundamental analysis, it almost ensures that the market itself will become corrupted.” 27 (emphasis added)

In an analysis of the causes of the GFC, the Financial Stability Forum found out that many investors simply did not take the trouble to assess risk adequately – especially when the risks were complex and it would have been rather time consuming and expensive to conduct the analysis. When the issuers of securities became aware that the investors were not making detailed risk assessments, they took advantage of the situation to sell riskier securities. 28

5.3 Collective Risk Assessment (Lloyd’s Register)

Clearly, it was impractical for each underwriter to inspect each ship. Lloyd’s underwriters found a solution: collective risk assessment. Effectively, this was a “rating agency” for ships.

Some time prior to 1760, the leading Lloyd’s underwriters formed the Society for the Register of Shipping. The Society appointed inspectors (“surveyors”) to evaluate the seaworthiness of ships. The surveyors reported their result to the Society, which then published this information in Lloyd’s Register. 29

However, it required constant vigilance to protect the integrity of the Register.

The Lloyd’s underwriters realized that it was important to ensure that the risk classification of any ship should be determined

27 Talbot (2009) Page 41
28 Financial Stability Forum 2008, Page 8
29 See Martin (1876) Chapter XVIII for a history of Lloyd’s Registry of Shipping.
objectively and impartially. But this turned out to be surprisingly difficult to achieve in practice.

It appears that initially, the Society relied on subscriptions from underwriters as the sole source of funding for the inspections.\textsuperscript{30} This did not work very well. Underwriters were reluctant to pay subscriptions if they could obtain the information for free, eg. by borrowing a subscriber’s book. The publishers attempted to protect their revenue stream by imposing punitive fines on any subscribers who shared information with non-subscribers. However this was difficult to enforce.\textsuperscript{31} (Obviously, copyright problems have been around for quite some time, long before the Internet was invented.)

The free exchange of information undermined the Society’s business model, so that revenues fell. The low level of revenues made it difficult for the Society to fund the very thorough inspections which were desirable to ensure accurate underwriting.\textsuperscript{32}

**Analogy to credit markets**

Credit rating agencies provide a cost-effective collective method for assessing credit risks. But the issuer-pays business model introduces some conflicts of interest which have undermined the reliability of ratings.

There have been some proposals for a change to a subscriber-based system. This approach would probably face the same problems as the Underwriters Register, ie. the problem of “free riders”. Given the free flow of information via the Internet, it would be very difficult to maintain the confidentiality of any ratings – thereby undermining the subscription-based business model.

Since the Society was underfunded, the Register’s surveyors were underpaid – and this created problems, as the surveyors sometimes supplemented their income with additional payments from the owners of the ships they surveyed (creating a conflict of interest). As Martin (1876) commented:

\textsuperscript{30} Golding and King-Page (1952) page 179
\textsuperscript{31} Lay page 163
\textsuperscript{32} Martin (1976) page 343
“The system, it is needless to say, was bad in principle, and its defects were fully acknowledged by the leading members of Lloyd’s.”  

The ship owners also undermined the rating process. The ship owners felt that the Lloyd’s surveyors were much too strict. In 1798 they developed their own register, called “The New Register Book of Shipping” (commonly known as the Ship owners Book). This publication was controlled by the ship owners and merchants; no underwriters were on the committee. The results are not at all surprising.

“To curry favour with the great body of ship owners, the conductors of the New Register book during the first few years of its publication, placed nearly the whole of the shipping in the lists under the category A1....Such classification was an absurdity, and of no value whatever.”

So from 1798 to 1833 there were two competing Registers. Neither organisation was financially viable, and under the circumstances it is not surprising that the quality of surveys deteriorated.

Clearly, this situation was unsatisfactory. In 1824 a joint committee of underwriters, merchants and ship owners was formed, with the aim of devising a more objective and reliable method of classifying ships. It took ten years to reach agreement, but this eventually resulted in the Lloyd’s Register of British and Foreign Shipping (established in 1834).

The business model of the new Register was different: the ship owners would be charged a standard fee for each inspection. These fees accounted for about two-thirds of the Register’s income. Subscriptions covered the remainder of the costs. Standards of risk

---

33 Martin page 357
34 Martin page 333
35 Martin page 335
36 Lay page 181. In 1836 a Select Committee of the House of Commons reported that “the systems adopted by the old registers were not sound and did not promote a high standard in ship construction”. Golding et al page 182
classification improved substantially under the new regime – with flow-on effects to ship-building standards.

However, since the Society was now financially dependent on the fees paid by the ship owners, it became vulnerable to competition from other risk classification agencies. If competitors charged lower fees and/or provided more lenient classifications, the Society might lose revenue. And this is exactly what happened.

For example, in 1862, Liverpool ship owners established their own Underwriters Register for Iron Vessels (Liverpool was the centre of steam shipping). According to one American observer, the competition for business led to a sharp decline in classification standards at both Registers, inevitably followed by a decline in ship-building standards.

“... the stronger the competition to get business from Lloyd’s, the farther into the ground the trade of iron shipbuilding was run. By the time this book [ie. the Liverpool Register] had absorbed the greater part of the iron tonnage of the kingdom, its character had fallen to a low state. Twenty-year ships in numbers were sent to sea, and never heard from afterward.

Lloyd’s attenuated to compete with the Red Book, reduced their requirements for strength, and the opposition followed suit, until the consequences of this deteriorating rivalry attracted the attention of the world...”

Lloyd’s eventually managed to eliminate the local competition: in 1885 the Liverpool Register was amalgamated with Lloyd’s Register. But the Society was still vulnerable to competition from ratings agencies based overseas. At the 1873 Royal Commission into Unseaworthy Ships, the secretary of the Lloyd’s Registry complained about the French-based Bureau Veritas.

“...the Bureau Veritas stepped in, and when they found that we made concessions, they gave further concessions; for instance if we gave a vessel an eight years class, they would give nine; and
In summary: when the rating agencies relied on fees from the ship owners, then they were vulnerable to competitive forces. Competition between the risk classification agencies led to a deterioration in the classification standards.

Analogy to credit markets

Credit Rating Agencies (CRAs) have been widely criticised for their role in causing the subprime debt crisis. They did a poor job in evaluating the risks underlying Asset Backed Securities and Collateralised Debt Obligations.

The CRAs have a issuer-pays business model. The CRA’s compete with each other to attract clients. Since the CRAs depends on revenue from the issuer, there is an inherent conflict of interest which can (and did) undermine the integrity of risk classification.

Theoretically, US legislation requires each agency to have policies and procedures which will "prevent the credit rating agency from being influenced to issue or maintain a more favorable credit rating in order to obtain or retain business of the issuer or underwriter." However, when the Securities and Exchange Commission investigated the performance of the CRAs, they found evidence that these policies and procedures were not effective. Competitive factors apparently did indeed influence rating decisions.  

5.4 An Influx of Inexperienced Risk Takers

The Lloyd’s market was quite competitive. Insurance brokers would enter the Underwriting Room, determined to place a risk. If one underwriter demurred, then the broker would simply move on to

---

38 Martin (1876) page 354
39 SEC (2008)
the next underwriter. The forces of competition led to some underpricing of risks.

Throughout the first part of the nineteenth century, Lloyd’s had a virtual monopoly in the British marine insurance market. There were legal obstacles which made it difficult for companies to provide marine insurance. As a result, the Lloyd’s brokers and underwriters had developed a considerable amount of expertise in underwriting marine risks – and the expertise was all concentrated in one Underwriting Room.

However, the situation changed after the Joint Stock Companies Registration Act was passed in 1844. The immediate effect result was “the springing up of a whole host of marine insurance companies”. Dozens of new companies were formed in the 1840s – and most of them failed within a very short time. Many were blatant swindles: the directors simply collected premiums for a short while and then quietly disappeared (insurance company prudential legislation was not particularly stringent at that time). For a while, it seems, this dampened the ship owners enthusiasm for non-Lloyd’s insurance policies.

However, during the 1860s there was a resurgence of interest in marine underwriting. At the time, the British insurance market was growing rapidly. This growth was a result of the American Civil War (1860-1864). Ship owners switched their insurance from American to British insurers. For a while, insurance was a booming market; and higher profitability attracted more insurers into the market.

There was an influx of inexperienced underwriters, who drove down premiums in an attempt to buy market share. Since they lacked the skills necessary to make an accurate assessment of risks, they often offered cheap insurance to poor risks.

40 Plimsoll page 17
41 Martin (1876) page 235
42 Martin (1876) page 240
After the end of the Civil War, there was excess capacity, which led to cut-throat competition in pricing. The new companies undercut the established Lloyd’s underwriters, who were forced to cut their own rates in order to survive. As you would expect, the price cutting war eventually led to disaster. Martin (1876) noted that all the new companies which were established in the five years from 1865 to 1869 subsequently went broke.

The following graph shows the dividend and bonus rates for one insurer during this period. This illustrates the boom-bust cycle: very high profitability in the early 1860s, followed by a sharp decline in profits after several new insurance companies entered the market.

**Figure 9:** Total Dividends + Bonus Rate 1840-1875 of the Alliance Marine Insurance Company
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44 Martin (1876) page 320
45 Martin (1876) page 305-306
Ship owners were able to buy marine insurance at very cheap rates during the late 1860s and early 1870s.

This is an early example of an underwriting cycle. A typical underwriting cycle starts in times of high profitability. High profits attract new entrants into the market, ie. an increase in capacity. Competition pushes premiums down; new entrants to the market lack expertise in underwriting, and/or may be willing to slash premiums in order to grab market share. Our model suggests that this underpricing of risk will provide an incentives for more risk-taking.

**Analogy to credit markets**

Economists have attempted to analyse the causes of the GFC. Goodhart (2008) points out that there was a long period of relative economic stability prior to 2007. Perhaps this created some complacency among investors. Central bankers became concerned about under-pricing of risk during this period. Risk spreads – the differential between yields on risky and safe securities – declined to historically low levels.

There was strong demand for mortgage backed securities, which seemed to offer high returns (relative to government bonds), with little risk. This demand fuelled the expansion in subprime lending. Much of the demand for risky structured finance products came from rather unsophisticated investors, who had little understanding of the risks they were taking.

5.5 Unenforceable Disclosure Requirements

Asymmetric information is a problem which has plagued many insurance markets. Historically, this problem can be addressed by “utmost good faith” requirements – ie. anyone purchasing insurance must disclose all relevant information about the risk to the insurer. Theoretically, if the insured fails to reveal the any pertinent information, then the insurer can take legal action to avoid the claim.

\(^{46}\) Goodhart (2008)
Theoretically, the threat of such legal action should be enough to prevent the policyholders from misrepresenting the facts about load levels and crew numbers.

Plimsoll pointed out the enormous chasm between theory and practice. He claimed that in practice, the “utmost good faith” rules did little to prevent overloading. Underwriters seldom took legal action against their policyholders, and seldom won their cases in court.\textsuperscript{47}

Firstly, the costs of taking legal action often exceeded the benefits to the insurers. At Lloyd’s, the risks were diversified – each ship owner only took a small proportion of each risk. As Plimsoll said, “The loss to each individual underwriter is too small to make it worth his time and trouble\textsuperscript{[to take legal action]}.\textsuperscript{48}

Secondly, there was an imbalance of power in the legal system. The most over-loaded ships often belonged to wealthy individuals who owned fleets of ships. It was difficult for an underwriter to succeed against wealthy, influential, and very determined adversaries.\textsuperscript{49}

Thirdly, even if the underwriters decided to fight the claim, their chances of success were small. In most cases, all evidence of wrongdoing was at the bottom of the sea.\textsuperscript{50} Sometimes the crew members would survive, and theoretically they could be called upon to give evidence. But in practice, they might be very reluctant to co-operate.

“They may be unwilling witnesses: the captains, the officers, the men all know that if they give evidence they destroy their chances of future employment even by owners who disapprove the practices of the owners of the lost ship.”\textsuperscript{51}

\textsuperscript{47} Plimsoll Page 12
\textsuperscript{48} Plimsoll page 12-23
\textsuperscript{49} Plimsoll page 25
\textsuperscript{50} Plimsoll page 27
\textsuperscript{51} Plimsoll page 31
Even if the underwriters could find witnesses who were willing to state that (in their opinion) the ship seemed to be overloaded, they might not win the case. The ship owners might offer their own (well-paid) expert witnesses to refute any such accusations. At that time there was no objective standard for safe load levels – in 1853 the Board of Trade had attempted to develop such standards, but without success. “They could not get any two persons to agree as to the method of developing the load-line.” In the absence of any regulatory minimum safety standards, it was difficult to prove that the ship was unsafe.\textsuperscript{52}

Martin (1876) agrees that legal remedies were quite ineffective in dealing with insurance fraud and non-disclosure.\textsuperscript{53}

**Analogy to credit markets**

After the subprime debt market collapsed, it became clear that many investors were given a great deal of mis-information about the riskiness of the products they invested in. At present there are dozens of cases proceeding through the courts, alleging misrepresentation and/or lack of disclosure; and of course the Securities and Exchange Commission is also pursuing investigations.

However, it may be difficult for the investors to prove wrong-doing to the standards required in a court of law; and even if they do so, it may not be possible for the investors to obtain compensation (eg. if the assets have been moved to another company or another country).

It remains to be seen whether the results of these lawsuits will be sufficient to deter future mis-representation, deception, non-disclosure and fraud in securities markets.

Efficient insurance markets rely on full disclosure. Efficient credit risk markets also rely on full disclosure. If these disclosure standards are unenforceable in practice, then obviously these markets will not function efficiently.

\textsuperscript{52} Plimsoll page 35
\textsuperscript{53} Martin p 270
6 Proposals for Reform

6.1 The Need for Regulation

The marine insurance market was dysfunctional, because it had ill-effects for many members of the community: for the sailors, the insurers, the ship owners, and the general public.

The Sailors

Plimsoll pointed out that the sailors and their families were the main victims of the dysfunctional marine insurance system. Over the decade from 1862 to 1871, about 8000 lives were lost at sea within ten miles of the English coast. The ship owners did not suffer any financial penalties as a result of the deaths of the sailors they employed. These days, an economist might describe these as “negative externalities”.

The Insurers

As noted above, many insurers (especially those who were less experienced in underwriting) became insolvent during the 1860s and 1870s. One could argue that the insurers deserved little sympathy – they were in the business of taking risks, and if they misjudged those risks they should bear the consequences. However, the insurers were often the victims of fraud, misrepresentation, and non-disclosure.

The ship owners

Some wealthy ship owners profited from the availability of cheap insurance – especially if they were guilty of overloading. But the more responsible ship owners were suffered. As noted previously, in the 1860s, some of the merchants and ship owners petitioned the government to impose more regulation (including restrictions on overloading), because they could no longer afford the ever-increasing premium rates which arose from excessive risk-taking.\[^{54}\]

\[^{54}\] Plimsoll page 97
Ultimately, the ship owners could only stay in business by passing on these insurance costs to the general public, ie. by charging higher prices on any goods transported by sea.

**Analogy to credit markets**

As a result of the sub-prime debt crisis, three groups have suffered financially:

- Subprime borrowers lost their homes when they could not afford to make their mortgage repayments. The number of foreclosures increased astronomically.

- Investors (including many banks and pension funds) suffered large losses on their mortgage backed securities.

- Risk margins increased sharply, so that many businesses were compelled to pay higher interest rates when borrowing money (and in some cases, finance was simply no longer available).

Restrictions on lending led to a slowdown in economic activity, with devastating effects on the whole community.

What sort of legislation would be effective in preventing these problems? In the 1860s, proposals included:

1. Restrictions on excessive risk-taking.
2. Transparent and reliable standards for the measurement of risk.
3. Changes to the business model for the ratings agencies.

**6.2 Restrictions on excessive risk-taking**

Plimsoll’s primary concern was the safety of sailors. Hundreds of lives were lost at sea every year. *Our Seamen* is full of heart-rending accounts of grieving mothers, heart-broken widows, and destitute orphans. Public outrage was stirred by his distressing accounts of
human suffering. The regulation of shipping soon became a political issue.

Plimsoll, who was a Member of Parliament, suggested that the simplest way to protect the sailors and passengers was the imposition of compulsory safety standards for all ships. He proposed:

- **Loadlines** (commonly known as Plimsoll lines). He suggested that a loadline should be painted on the side of each ship. This loadline would indicate the safe level of freeboard. No ship would be permitted to leave port unless the loadline was clearly visible.\(^5^5\)

- **Surveys.** Each ship should be surveyed by the Board of Trade, to ensure that it was seaworthy and well-maintained.

However, Plimsoll found it very difficult to persuade Parliament to pass the proposed legislation. Although many people suffered from the defects of the marine insurance system, a minority (ie. some wealthy and influential ship owners) were making quite a lot of money. Plimsoll suggested that this small minority had a disproportionate influence on the legislation.

> “Although they (those who recognise the necessity of the proposed legislation) are many, and those who profit by these practices are few, there is this difference on the part of the latter – it is their business to resist change; they profit by things as they are; they are determined, energetic, and sleeplessly vigilant.

> You must remember that large fortunes are being made by them; they are the most energetic and pushing men in the trade; and it would not be a matter of surprise if three of them had even got into Parliament.”\(^5^6\)

There were heated arguments in Parliament.

\(^5^5\) Plimsoll was by no means the first one to think of this solution. Loadlines were in common use in other countries, and indeed had been used for centuries. Plimsoll simply adopted proposals which had been suggested to him by some of the more responsible ship owners.

\(^5^6\) Plimsoll page 105
The ship owners complained about excessively burdensome legislation.\textsuperscript{57}

The government and the Board of Trade stated that it was inappropriate for the government to interfere with free enterprise. The government had no role in assessing the seaworthiness of ships: that should be left to the judgment of the merchants and ship owners.\textsuperscript{58}

The government also argued that any regulation to introduce compulsory safety standards for ships would be counterproductive. It would be expensive and hence would be detrimental to the shipping industry. British ships would not be able to compete with foreign ships, which were unfettered by any such regulations.\textsuperscript{59}

The government set up a \textit{Royal Commission in Unseaworthy Ships} in 1873. After considering submissions from all concerned, the Commission’s report firmly rejected most of Plimsoll’s proposals.

However, Plimsoll was a very determined man with a flair for rhetoric and a gift for politics. In 1873, he published \textit{Our Seamen}, which won a great deal of public support for his cause. He campaigned in marginal seats, so that Members of Parliament who opposed him became worried about losing their seats. Eventually Plimsoll and his allies pushed through some reforms – but it was a very long slow process.

In 1873 the government reluctantly agreed to pass the Merchant Shipping Act, which gave the Board of Trade the power to inspect ships (but only in response to a complaint): if the ship was unseaworthy, then it would not be allowed to leave port. Within the next two years, the Board of Trade stopped 558 ships from going to sea.\textsuperscript{60}

\textsuperscript{57} Jones (1922) page 92
\textsuperscript{58} Peters (1975) page 97
\textsuperscript{59} Peters (1973) page 123
\textsuperscript{60} Peters page 80
Legislation imposing compulsory loadlines (set by government authority) was not passed until 1890, after almost 20 years of agitation by Plimsoll and his allies.

Analogy to credit markets

In recent years, there have been calls for stricter regulation of “safety standards” in home lending. For example, John C Dugan, the Comptroller of the Currency has suggested that certain high-risk lending practices should simply not be allowed. He suggests the imposition of compulsory minimum underwriting standards on all mortgage loans: no more low-doc loans; no more negative amortisations loans; no more inflated property values; no more excessive LTVs. All mortgage originators would be required to meet underwriting standards set by the federal regulator. And no one would be allowed to sell or transfer a mortgage without providing a warranty that such standards had been satisfied.61

The UK’s Financial Services Authority has also set out new standards for responsible lending – including compulsory affordability tests and the elimination of stated-income loans.62

Of course, if the rules are too strict, this might limit the ability of low-income people to buy a home.

Negative externalities can also be remedied (to some extent) by changing the cost-benefit equation, so that the decision-makers incur higher costs when they make decisions which are detrimental to society. For example, financial penalties may be imposed. In the marine insurance industry, this could be achieved by requiring the ship owners to pay a specified amount in compensation for the death of any crew member or passenger.63 In nineteenth century England, this was not politically feasible.

61 Dugan (2010) and Dugan (2009)
62 FSA (2010a)
63 It would be interesting to consider the effect on aviation safety standards, if airlines were required to pay much higher amounts in compensation for any deaths.
6.3 Transparent and Reliable Standards for the Measurement of Risk

When insurers provided cheap insurance, then ship owners had an incentive to take on too much risk. So the problem would be alleviated if insurers could assess risk more accurately. The development of clearly defined, objective safety standards was a key part of this process.

As noted previously, during the 1860s there were few standards for construction, maintenance, or loading of ships. Those who opposed legislative reform argued that it was simply too difficult to develop uniform standards for load levels and construction.

“There were so many types of ships built in so many different ways that it was impossible to frame a law covering them all without doing an injustice to some and probably ruining a number of owners”.  

In this respect, Lloyd’s Register was an important ally in the battle for reform.

While the politicians were debating these issues in Parliament, the Lloyd’s Register was quietly and efficiently developing a comprehensive set of safety standards, in everything from the construction of ships, to the strength of cables, to the frequency of inspection of ships, and so on – including loadline standards. The Register also set up a Technical Committee which revised the rules periodically and kept up to date with new developments in marine engineering.

The standards were transparent – handbooks were published which set out, in great detail, the requirements for an A1 classification. Often, the standards developed by Lloyd’s were subsequently adopted by the regulatory authorities.

64 Masters (1955) page 201
These days, there is an International Association of Classification Societies (which include Lloyd’s Register). The IACS promotes the development of consistent technical standards for the classification of ships.

### Analogy to credit markets

In 2008 the Securities and Exchange Commission examined the processes used by the credit rating agencies to determine ratings for structured finance products. Many of the products were quite complex, so that it was difficult to develop standard models for risk assessment. The CRAs did attempt to develop some expertise in modelling these risks, but the SEC later identified numerous deficiencies in the models used, eg. underestimation of correlations, infrequent updating of model parameters, etc. The CRAs simply did not have enough historical data, and enough experienced staff, to deal with the new types of complex products.

The SEC also found that these rating process was not transparent – “significant aspects of the rating process were not always disclosed”. 65

Better models, with better transparency, would improve the accuracy of the credit ratings process.

### 6.4 Changes to the business model for the ratings agencies

When risks are highly diversified and information costs are high, it makes sense to use a collective system to assess risks, ie. a ratings agency. But this system will not work unless the standard-setting organisations can be trusted to perform their duties with integrity. If an organisation is financially dependent on the industry it monitors, and there is competition between organisations to attract business, then there is obviously a temptation to compromise integrity – ie. to have a “race to the bottom” in safety standards.

In 1824 a Committee had considered the problem of funding surveys. They realised that a subscription-based system could never

---

65 SEC (2008)
cover the cost of a really excellent risk classification system; and a fee-based system would compromise independence. Hence, the Committee decided that government support was a necessity (perhaps funded by a small increase in the duty on marine insurance).\textsuperscript{66} However, this solution was not feasible - the government politely declined to offer any financial assistance to the Register.

If competition between agencies was the problem, then perhaps the creation of a monopoly might be a solution? During the nineteenth century, other British-based Registers were set up from time to time. Lloyd’s responded by taking over or merging with competitors. During the nineteenth century, Lloyd’s Register gradually consolidated its position as the leading classification agency in the UK, dominating all its competitors. By the 1880s, about 90\% of merchant ships built in the UK were surveyed and classified by Lloyd’s.\textsuperscript{67} According to one historian, as Lloyd’s competitive position grew stronger, it was better able to enforce its own standards – often over the vehement protests of some ship owners.\textsuperscript{68}

However, over the next century, Lloyd’s Register continued to face competition from international classification agencies; and competition led to a deterioration in underwriting standards. Unfortunately, this was a problem which was not easy to solve. A historical study of classification societies reveals that they have always struggled to maintain the integrity of their ratings.\textsuperscript{69}

The problems which beset the industry in 1860 were still causing trouble in 1980: ship owners were still shopping around for the best rating; classification societies were still relaxing their standards in order to keep customers; insurers were still complaining angrily about the poor reliability of the information provided.

\textsuperscript{66} Martin (1876) page 343
\textsuperscript{67} Annals of Lloyd’s Register 1834-1884 (author unknown), 1884
\textsuperscript{68} Lay (1925) page 180
\textsuperscript{69} Boisson (1994)
Theoretically, the classification agencies should avoid “racing to the bottom”. The International Association of Classification Societies rules state that:

“Competition between Societies must be on the basis of services (technical and field) rendered to the marine industry - it must not lead to compromises on safety of life and property at sea or to the lowering of technical standards.”  

However, experience suggests that this sort of rule is rather difficult to enforce.

Ultimately, the European Union decided that government intervention was the only solution. In 2009, the European Union passed new regulations for the supervision of classification agencies. The European Maritime Safety Agency is now responsible for inspecting each recognised classification agency (including Lloyd’s). Each agency must comply with a set of standards, designed to maintain the integrity of the classification systems.

Analogy to credit markets

In 2004, the International Organisation of Securities Commissions issued the Code of Conduct Fundamentals for Credit Ratings Agencies. The Code of Conduct suggests that the CRAs should avoid conflicts of interest, maintain independence, and ensure the integrity of their ratings.

This raises some questions:

- Is a Code of Conduct likely to be successful in maintaining standards of integrity, with a issuer-pays business model, in a competitive environment?
- Have professional standards been successful in maintaining standards in other areas, such as auditing and actuarial valuations?
- Should regulators supervise ratings agencies more closely? For example, banking and insurance regulators will not allow the use of

70 IACS(2006)
71 EMSA (2012)
72 IOSC (2004)
internal risk models for capital requirements, unless the financial institution can produce convincing evidence that the model is likely to be reliable. This would normally include checks on corporate governance; an established model based on best-practice; inclusion of all relevant risk factors; a well-defined process for choosing parameters for the model; back-testing and validation; adequate quality and quantity of data; periodic reviews and updating; thorough documentation; adequate resourcing, eg. availability of experienced and qualified staff to run the model; proscription of any remuneration systems that might create a conflict of interest; and limitations on subjective revision of model results (eg. reasons for any such revisions must be documented). Should similar standards be imposed on credit rating agencies?

6.5 Compulsory Risk Retention ("Skin-in-the-Game" Rules)

Moral hazard can be reduced by compulsory risk retention. The insured is required to keep some “skin-in-the-game”.

A study of the history of marine insurance indicates that risk retention rules were common. Many countries passed laws which limited the amount of insurance that ship owners could buy. For example, in French maritime law, dating back to the 16th century, ship owners were required to retain 10% of the risk on any cargo. Spanish law forbade insurance of more than seven-eighths of the value. In Holland, ship owners were not allowed to insure more than two-thirds of the value of the ship (as determined by a public official).

Plimsoll proposed that similar rules should be applied to the British marine insurance industry. Any insurance contracts which breached these limits would be legally void and unenforceable.

However, Plimsoll was never successful in persuading the Parliament to pass such legislation.
Analogy to credit markets

The US House of Representatives has passed the Wall Street Reform and Consumer Protection Act. This Act requires companies that sell mortgage-backed securities to retain at least 5% of the risk, i.e. to “keep some skin-in-the-game”.

Other countries are considering similar requirements. For example the UK’s FSA has a proposal to change capital standards for banks, to prevent a bank from investing in any securitisation unless the originator retains an economic interest.  

There are some doubts as to whether this is feasible. Will issuers find a way around the rules?  

And what level of risk retention is desirable? Is 5% enough? George Soros has suggested 10%, and others believe the rate should be even higher for riskier securities, maybe even 20%.

“Skin-in-the-Game” Rules

Moral hazard will be reduced when the policyholder has some “skin-in-the-game”. But how much “skin” is enough?

The model we have developed in this paper could be used to assess the impact of compulsory risk retention rules. However, the model relies on accurate information about all of the following relationships:

- The Risk function: risk must be expressed as a function of (i) factors which are under the control of the risk originator (“the Load”); and (ii) systemic factors which vary over time and affect all risks (“the Weather”);
- The Weather distribution: the probability distribution of the systematic factors which affect risk;

---

73 FSA 2010b  
74 Dugan 2010  
75 George Soros 2009  
76 Saunders 2010
- The Profit function: the payoffs for the risk originator, which will vary depending on the profit margins available on risky assets (m) and capital requirements (S);

- The Utility function: which measures the level of risk aversion for the risk originators; and

- The Premium Rate Structure: the cost of buying insurance for different levels of risk.

Given this set of assumptions, and a specified level of compulsory risk retention, we can use the model to determine the theoretically optimum risk-taking strategy for the person who originates the risk. The regulators would then need to make a policy decision about the level of risk-taking which is desirable (ie. in the public interest); and then set the regulations to achieve the desired effect.

For example, let’s apply the model to marine insurance. Suppose that the regulations require the ship owner to retain $R = 10\%$ of the risk (ie. he can’t insure more than $90\%$ of the combined value of the ship and cargo). Given all of the above data, we can solve to determine the Load Level $L$ which will maximise the ship owner’s expected utility.

The following diagram shows the equilibrium Load levels for different risk retention requirements $R$, in a market with very poor underwriting (so that the same premium rate is charged regardless of risk). When there is no “skin-in-the-game” ($R = 0$), the optimum Load is “off the scale”. If the ship owner is required to retain $10\%$ of the risk ($R = 10\%$), the optimum Load reduces to 180. If $R = 20\%$, the optimum Load reduces to about 155.
If the ship owner’s optimum Load Level is too high – i.e. the government considers that it would involve a socially undesirable level of risk-taking – then the compulsory minimum retention level \( R \) could be increased (or vice versa if the proposed retention level is quashing economic development).

The model could also be used dynamically, to solve for an equilibrium state. In practice, the insurer’s premium rates will change in response to experience. If the insurer’s expected profits are unduly low, then the insurers will raise their premiums: this will flow through to cause a reduction in the ship owner’s risk-taking preferences. If the insurer’s expected profits are unduly high, then competition will force a reduction in premiums: this will flow through to cause an increase in the ship owner’s risk-taking preferences. The dynamic version of the model allows for this feedback effect. Equilibrium will be achieved when the insurance industry is making enough profits to reward the shareholders for the risks which they are taking.
The actuarial profession could make a useful contribution to public policy by developing better models to predict the impact of any proposed “skin-in-the-game” regulations.

Conclusion

A risk transfer market becomes dysfunctional when:

- the insured have control over the level of risk (creating a moral hazard);
- the insured have a strong financial incentive to take risks;
- risk factors interact and risk factors fluctuate over time (which makes it difficult to assess tail risks and correlation);
- there is information asymmetry;
- the legal system fails to enforce “utmost good faith” principles;
- information costs exceed the benefits of accurate underwriting (because risks are thinly spread among many insurers);
- collective risk assessment agencies have conflicts of interest built into their business models;
- the underwriting cycle creates downward pressure on premium rates; or
- (all for the reasons given above) underwriters are unable to classify risks accurately.

These factors combine to create mispriced risks, which ultimately leads to increasing systemic risk.

If market forces creates an incentive for too much risk-taking, then the traditional solutions are (a) impose direct restrictions on risk taking; (b) improve underwriting standards by developing better risk assessment models; (c) development of more reliable collective risk assessment agencies; and (d) minimising moral hazard by imposing “skin-in-the-game” requirements.
If regulators do choose to impose compulsory risk retention rules, then it would be desirable to build some models which will assist in the development of an effective policy.
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Abstract

In actuarial modelling, certain statistical tests, such as Pearson’s chi-square test, are commonly used for evaluating the goodness of fit. Besides these standard tests, occasionally the limited-value averages (LVAs) are also examined for such purposes and are compared, in a rather casual manner, with the corresponding limited-value expectations under the specified distribution law. In fact, as there are often coverage limits in practice, the LVAs are probably more relevant to the dollar values involved in the losses. In this article, we explore the application of a formal statistical setting of the LVAs test for goodness-of-fit testing. We apply it to the well-known hurricane loss data and also another set of individual claims data. Two simulation experiments are carried out to study the limiting chi-square property and the power of the test. A formal proof of the limiting property is provided in the appendix. Our results suggest that this LVAs test is potentially suitable for wider use in actuarial practice.
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Introduction

An important step in general insurance loss modelling is to find appropriate distribution laws to represent the individual losses. To evaluate the goodness of fit of a particular distribution law, it is desirable to perform one or more standard statistical tests. Very often, more than one distribution exhibits good fit to the data. Then further analysis is needed to select the most suitable option. Recently, criteria based on predictive errors such as the global distance measure and $L^1$, $L^2$ norms have also been employed in the literature, eg. Balasooriya and Low (2008). In actuarial practice, however, Pearson’s chi-square test is still commonly used in fitting loss distributions, due to its prolonged history and straightforward computation.

In addition to usual goodness-of-fit tests, sometimes the limited-value averages (LVAs) are also used in actuarial studies (eg. Hogg and Klugman, 1984), in which the LVA is the simple average of the observations limited at a given upper value. Perhaps, the LVAs are more relevant to the dollar values involved in the losses, as there are often policy coverage limits and reinsurance arrangements in place. Under this method, the observed LVAs are compared with the corresponding limited-value expectations under the specified distribution law. But in many applications, it only involves an inspection of the two sets of values to evaluate the fit intuitively, without having regard to a formal test of significance. Accordingly, in this article, we discuss a formal statistical setting of the LVAs test and explore its application for goodness-of-fit testing in loss modelling.

Our simulation results show that under usual actuarial settings, the LVAs test generally performs better than Pearson’s chi-square test in terms of the power of the test. The LVAs test contains more information over each interval subdivided, which appears to explain its superior performance. Not only is the LVAs test intuitively favored as being more relevant, it is also shown to possess more desirable features, eg. the limiting property. All these findings suggest that this test is potentially a useful addition to the actuarial toolkit.
Section 2 provides the derivation of the LVAs test under a typical actuarial setting. Section 3 sets forth the testing procedure and applies it to two data sets, hurricane losses (Hogg and Klugman, 1984) and individual claims (Currie, 1992). In Section 4, we carry out simulation studies on the limiting chi-square property of the LVAs test. Section 5 presents some simulation results with regard to the power of the test. In Appendix A, a formal proof of the limiting property is given. Appendix B provides the limited-value moments for selected distributions.

2 A Test of Fit Using Limited-Value Averages

Let $X (> 0)$ be a continuous random variable with density function $f(x)$ and distribution function $F(x)$. Consider the random variable $W_a(X)$ with its value limited above by $a$:

$$W_a(X) = \begin{cases} X & \text{if } X \leq a ; \\ a & \text{if } X > a . \end{cases}$$

It can also be represented as

$$W_a(X) = \min(X, a) \text{ or } W_a(X) = X I_{(0, a]}(X) + a I_{(a, \infty)}(X) ,$$

where $I_S(y)$ is an indicator function equal to one when $y$ is in the set $S$ and zero otherwise. The latter form of representation is particularly convenient and is utilised extensively in what follows. Lee (1990) describes some other applications of this representation. The limited-value expectation of $X$ is then just the expectation of $W_a(X)$:

$$E(X; a) = E(W_a(X)) = \int_0^a x \, dF(x) + a \left(1 - F(a)\right) = \int_0^a x \, dF(x) + a \, G(a) ,$$

where $G(x) = 1 - F(x)$.

We also need to consider the limited-value second moments. More generally, the limited-value $k^{th}$ moment of $X$ is

$$E(X^k; a) = E\left( W_a(X)^k \right) = \int_0^a x^k dF(x) + a^k G(a) .$$
If $F(x)$ can be expressed in a simple functional form, it is often more convenient to use another integration formula for this quantity:

$$E(X^k; a) = k \int_0^a x^{k-1}G(x) \, dx.$$

This formula can be derived using integration by parts.

Consider a random sample $X_1, X_2, \ldots, X_n$ of size $n$ from $F(x)$. Then the LVA of the sample, all limited above by $a$, is given by

$$Y(a) = \frac{1}{n} \sum_{i=1}^n W_a(X_i).$$

Note that \{ $W_a(X_i), \, i = 1, 2, \ldots, n$ \} is a set of independent and identically distributed (iid) random variables, each distributed like $W_a(X) = X I_{[0,a]}(X) + a I_{(a,\infty)}(X)$. The LVA $Y(a)$ is thus a sum of iid random variables, and so its mean and variance are

$$E(Y(a)) = E\left(X I_{[0,a]}(X)\right) + aG(a) = \int_0^a G(x) \, dx;$$

$$\text{Var}(Y(a)) = \frac{1}{n} \left[ E\left(X^2 I_{[0,a]}(X)\right) + a^2 G(a) - E(Y(a))^2 \right] = \frac{1}{n} \left[ \int_0^a 2xG(x) \, dx - E(Y(a))^2 \right].$$

Now let $a < b$ and consider the two random variables $Y(a)$ and $Y(b)$, in which

$$\text{Cov}(Y(a), Y(b)) = \text{Cov}\left(\frac{1}{n} \sum_{i=1}^n W_a(X_i), \frac{1}{n} \sum_{i=1}^n W_b(X_i)\right) = \frac{1}{n} \text{Cov}(W_a(X), W_b(X)).$$

To find the covariance on the right, we need to derive the product moment. First, we have

$$W_a(X) W_b(X) = \left(X I_{[0,a]}(X) + a I_{(a,\infty)}(X)\right) \left(X I_{[0,b]}(X) + b I_{(b,\infty)}(X)\right)$$

$$= X^2 I_{[0,a]}(X) + aX I_{[a,b]}(X) + ab I_{(b,\infty)}(X).$$

By adding and subtracting $a^2 I_{(a,\infty)}(X)$ to above, we have, after some algebra,
\[ W_a(X) - W_b(X) = W_a(X)^2 + a \left( W_b(X) - W_a(X) \right) , \]

which gives

\[ \text{E}(W_a(X) - W_b(X)) = \text{E}\left( W_a(X)^2 \right) + a \left[ \text{E}(W_b(X)) - \text{E}(W_a(X)) \right] . \]

By writing

\[
A_1(a) = \text{E}(W_a(X)) = \int_0^a x \, dF(x) + a \, G(a) = \int_0^a G(x) \, dx ;
\]

\[
A_2(a) = \text{E}\left( W_a(X)^2 \right) = \int_0^a x^2 \, dF(x) + a^2 G(a) = 2 \int_0^a xG(x) \, dx ,
\]

it can be seen that

\[
\text{E}(Y(a)) = A_1(a) ;
\]

\[
\text{Var}(Y(a)) = \frac{1}{n} \left( A_2(a) - A_1(a) \right)^2 ;
\]

\[
\text{Cov}(Y(a), Y(b)) = \frac{1}{n} \left[ A_2(a) + a \left( A_1(b) - A_1(a) \right) - A_1(a) A_1(b) \right] .
\]

Therefore, a set of LVAs \([ Y(d_1), Y(d_2), \ldots, Y(d_p) ] \), \(d_1 < d_2 < \ldots < d_p\), (in theory, it is possible to have \(p = \infty\), but in practice, a finite \(p\) is sufficient) has a mean vector

\[
[ A_1(d_1), A_1(d_2), \ldots, A_1(d_p) ]
\]

and a covariance matrix \(B\) of order \(p \times p\) with elements \((d_i \leq d_j)\)

\[
b_{ij} = \frac{1}{n} \left[ A_2(d_i) + d_i \left( A_1(d_j) - A_1(d_i) \right) - A_1(d_i) A_1(d_j) \right] .
\]

Moreover, this set of LVAs can be represented as an average of random vectors:

\[
[ Y(d_1), Y(d_2), \ldots, Y(d_p) ] = \frac{1}{n} \sum_{i=1}^n [ W_{d_1}(X_i), W_{d_2}(X_i), \ldots, W_{d_p}(X_i) ] .
\]

By the multivariate central limit theorem, this random vector tends to follow a multivariate normal distribution with the same mean vector.
and covariance matrix as above, when the number of observations \( n \) increases to infinity. The random vector

\[
\mathbf{Z} = \begin{bmatrix}
Y(d_1) - A_1(d_1) \\
Y(d_2) - A_1(d_2) \\
\vdots \\
Y(d_p) - A_1(d_p)
\end{bmatrix}^	op
\]

may then be treated as approximately multivariate normal with covariance matrix

\[
\mathbf{B} = \begin{bmatrix}
b_{ij}
\end{bmatrix}
\]

as defined in (3), and so the quadratic form

\[
T_0 = \mathbf{Z}' \mathbf{B}^{-1} \mathbf{Z}
\]

follows approximately the \( \chi^2 \) distribution on \( p \) degrees of freedom. Let \( \mathbf{C} \) be the inverse matrix of \( \mathbf{B} \):

\[
\mathbf{C} = \begin{bmatrix}
c_{ij}
\end{bmatrix} = \mathbf{B}^{-1}.
\] (4)

We may also write \( T_0 \) as

\[
T_0 = \sum_{i,j} c_{ij} \left[ Y(d_i) - A_1(d_i) \right] \left[ Y(d_j) - A_1(d_j) \right]
\] (5)

For testing the null hypothesis that the random sample \( X_1, X_2, \ldots, X_n \) comes from a completely specified distribution with distribution function \( F(x) \), we compute the test statistic \( T_0 \) and compare its value against the upper \( 100\alpha \) percentile of the \( \chi^2 \) distribution on \( p \) degrees of freedom. A high value of \( T_0 \) reveals significant departure from the null hypothesis or a poor fit.

In practice, the observed LVAs are not compared against a completely specified distribution. More often, the hypothesis is that the observations come from a distribution with its parameters estimated from the same set of data. In this case, one could calculate the minimum quadratic form based on the LVAs, i.e. the minimum value attained by \( T_0 \) in (5) with an appropriate choice of the parameter values. In Appendix A, we show that the test statistic so constructed follows, for very large samples, the \( \chi^2 \) distribution on \( p - r \) degrees of freedom, where \( r \) is the number of parameters estimated.
The minimization of the quadratic form $T_0$ is relatively complicated. This is even so for the analogous, simpler case of Pearson’s chi-square test based on frequency counts:

$$X^2 = \sum_{i=1}^{p} \frac{(O_i - E_i)^2}{E_i},$$

where $O_i$ is the observed, and $E_i$ the expected, frequency count in interval $i$ for $i = 1, 2, \ldots, p$. In conducting this chi-square test, the calculation of the minimum $X^2$ is usually not carried out in practice. Instead, some efficient estimates such as the maximum likelihood estimates (MLEs) of the parameters are obtained. The $E_i$’s in the $X^2$ formula are then computed based on these estimates.

This procedure can also be followed for the calculation of the quadratic form statistic. The MLEs can first be found for the parameters and then the quadratic form statistic

$$T = \sum_{i,j} \hat{c}_{ij} \left( Y(d_i) - \hat{A}_i(d_i) \right) \left( Y(d_j) - \hat{A}_j(d_j) \right)$$

(6)

can be obtained where $\hat{c}_{ij}$ and $\hat{A}_i(d_i)$ are computed according to the fitted distribution with its parameters estimated.

The value of $T$ based on the MLEs is to be compared to the $\chi^2$ distribution on $p - r$ degrees of freedom, although in theory it would not have exactly a limiting $\chi^2$ distribution. We observe later in Section 4 that this procedure makes it easier to reject the hypothesis than when the minimization of the quadratic form is used, and the rejection rate is actually higher than the nominal rate. When the null hypothesis is not rejected, the fit is, on average, better than indicated by the nominal significance level. Moore (1984, 1986) provide a discussion on the distribution of the chi-square test statistic under this condition.

The computation of $T$ requires the knowledge of the first two limited-value moments of the distribution under test. For some common distributions used in modelling insurance losses, the limited-value expectations are given in Hogg and Klugman (1984). Appendix B presents the formulae we derive for the limited-value $h^{th}$ moments $E(X^h; x)$ for those distributions. Moreover, Luong and Thompson
(1987) discuss a more general framework of minimum-distance methods for goodness-of-fit testing.

Truncated Observations

Often the smaller losses are omitted from the data (e.g. policy excess), and the quadratic form test suggested above needs to be modified. Suppose the point of truncation is \( w \) so that values less than \( w \) are not observed. Let the truncated random variable be denoted by \( X^* \) and its density function by \( f^* \) where * refers to the truncation. Then we have

\[
f^*(x) = \begin{cases} 
    f(x)/G(w) & \text{if } x > w; \\
    0 & \text{otherwise}.
\end{cases}
\]

The limited-value \( k \)-th moment of this distribution with the limit at \( a \) (\( > w \)) is

\[
E(X^{*k}; a) = \int_a^w x^k f^*(x) \, dx + a^k G^*(a) = \frac{\int_a^w x^k f(x) \, dx + a^k G(a)}{G(w)}
\]

\[
= \frac{\int_0^a x^k f(x) \, dx - \int_0^w x^k f(x) \, dx + a^k G(a)}{G(w)}.
\]

By subtracting and adding \( w^k G(w) \) in the numerator we have

\[
A_1^*(a) = w + \frac{A_1(a) - A_1(w)}{G(w)}; \tag{1'}
\]

\[
A_2^*(a) = w^2 + \frac{A_2(a) - A_2(w)}{G(w)}, \tag{2'}
\]

which correspond to \( A_1(a) \) and \( A_2(a) \) and should be used in place of these two functions for the calculation of \( T \) when the observations are truncated from below. More specifically, given a set of LVAs \( Y^*(d_i) \), \( Y^*(d_2) \), \ldots, \( Y^*(d_p) \) at the limits \( d_1 < d_2 < \ldots < d_p \) (all greater than the point of truncation \( w \)), we have \( (d_i \leq d_j) \)
The test can then be carried out as in the case without truncation.

A Test Based on Layers

Let \( L_j \) be the average value within the interval \((d_{j-1}, d_j)\) with \( d_1 < d_2 < \ldots < d_p \), with \( p \) possibly equal to infinity, defined as

\[
L_j = Y(d_j) - Y(d_{j-1}).
\]

For a collection of losses, \( L_j \) would represent the average layer of loss within the limits \((d_{j-1}, d_j)\). Consider the random vector \((L_1, L_2, \ldots, L_p)\). By argument similar to that applied to the \( Y(d_j) \)'s, this vector also has a limiting multivariate normal distribution with its mean vector and covariance matrix that can readily be derived. A quadratic form similar to \( T_0 \) and \( T \) can be constructed with a limiting \( \chi^2 \) distribution. A moment of reflection shows that the set of \( L_j \)'s has the advantage of having correlations lower than those between the \( Y(d_j) \)'s. We will further explore this layer approach in the future research.

The Testing Procedure

The following is a summary of the testing procedure:

a) Decide on the theoretical distribution to fit the data. This may be completely specified with parameter values known or more often with parameters estimated from the same set of observations.
b) Decide on the truncation point \( w \), ie. the value below which no observations are made. This value may be zero.

c) Decide on the set of points \( w < d_1 < d_2 < \ldots < d_p \) at which the LVAs are to be calculated. To obtain good results, these points should be reasonably well-spaced. They need not be fixed, and can depend on the observations. Further discussion on the spacing of intervals is set forth below.

d) Compute the sample LVAs \( Y(d_1), Y(d_2), \ldots, Y(d_p) \) at the limits \( d_1, d_2, \ldots, d_p \), where \( Y(a) = \frac{1}{n} \sum_{i=1}^{n} \min(X_i, a) \).

e) Estimate the parameter values if they are not known, as is usually the case. The simpler maximum likelihood method or the minimum quadratic form method may be used.

f) Compute the limited-value moments, the covariance matrix, and its inverse from (1), (2), (3), and (4) for the case without truncation (ie. \( w = 0 \)) or from (1'), (2'), (3'), and (4') for the case with truncation (ie. \( w > 0 \)). Formulae for computation of \( A_1(a) \) and \( A_2(a) \) for some commonly used distributions are given in Appendix B.

g) For fitting a completely specified distribution, compute the \( T_0 \) statistic from (5) (without truncation) or \( T_0^* \) from (5') (with truncation). For fitting a distribution with its parameters estimated, compute the \( T \) statistic from (6) (without truncation) or \( T^* \) from (6') (with truncation).

h) Compare \( T_0 \) (or \( T_0^* \)) to the \( \chi^2 \) distribution on \( p \) degrees of freedom where the parameter values are fully specified, or compare \( T \) (or \( T^* \)) to the \( \chi^2 \) distribution on \( p - r \) degrees of freedom if \( r \) parameters are estimated.

When the minimum quadratic form is to be computed, steps (e) to (g) will have to be performed repeatedly in succession using some iterative minimising algorithm.
The choice of the intervals or cells has received widespread attention in the literature on the classical chi-square goodness-of-fit test. Given the same hypothesis and the same set of data, different systems of intervals could lead to different conclusions, introducing an element of arbitrariness in the test. The general recommendation is to use an equal-probability system of intervals to achieve not only objectivity but also closer approximation to the $\chi^2$ distribution. There are also suggestions for the appropriate number of cells, a specific one being $2n^{2/5}$ cells with significance level at 5%. More important is the rule of avoiding cells having very small expected frequencies. One explicit suggestion is that the expected frequency of any cell should not be less than 5. Moore (1986) provides a detailed discussion on this topic.

It is not known how these suggestions are exactly related to the quadratic form test. In practice, the chi-square test works satisfactorily with widely varying configurations of intervals, when none of the cells have very small expected frequencies. In actuarial work, where good judgement is involved in so many other steps in an investigation, the pursuit of objectivity is not a major concern. For example, one may like to put more emphasis on the upper tail of the distribution because this region contributes more dollar value. In the quadratic form test, the layer averages, i.e. the successive differences of LVAs (end of Section 2) correspond to the cell probabilities in the chi-square test. While the question of spacing is not thoroughly investigated in this exploratory study, it appears that a reasonable system of intervals would have layer averages not too widely different, with none of them being too small.

**Numerical Examples**

We first illustrate the testing procedure by applying it to a data set of hurricane losses as contained in Chapter 4 of Hogg and Klugman (1984). There are $n = 35$ observations, truncated below at $d = 5,000,000$, as shown in Table 1.
Table 2 shows the results of fitting the Weibull distribution (refer to Appendix B for the form of the density function). The second column presents the end points up to which the LVAs are calculated. The remaining three columns show the expected LVAs, $E(Y(d_j))$, when the parameters $(c, \tau)$ are estimated by three different methods, namely the maximum likelihood (ML), the minimum chi-square (MC), and the minimum quadratic form (MQ) methods. The MC parameter estimates are found by minimising $X^2 = \sum_{i=1}^{p} (O_i - E_i)^2 / E_i$, where $O_i$ and $E_i$ are the observed and expected frequency counts in the $i^{th}$ interval. The MQ parameter estimates are the values that minimise the quadratic form $T^*$ in (6').

Note that both the MC and the MQ methods require an iterative process. For the computation of the MQ parameter estimates, for example, initial values of $(c, \tau)$ can be found by some convenient methods such as the method of moments and ML. Given the $(c, \tau)$ values, the values of $A_1(d_j)$ and $A_2(d_j)$ in (1) and (2) can be obtained from the formulae in Appendix B as $E(X; d_j)$ and $E(X^2; d_j)$ for the Weibull distribution. The covariance matrix $[b^*_ij]$ and its inverse $[c^*_{ij}]$, and hence the quadratic form $T^*$, can be computed according to the formulae in Section 2. (Note that the observations are truncated from below at 5,000,000.) One of the available computer algorithms can be used to determine a new, improved set of parameter values. The iterative process continues until the minimum value of the quadratic form is reached.

The fitted parameter values of the Weibull distribution and the resulting values of the test statistics are summarised in Table 3. The corresponding results from fitting the lognormal and the Pareto distributions are also presented for comparison. The Weibull, lognormal, and Pareto distributions are fitted to the data (using 8 limits with 2 parameters estimated) resulting in minimum quadratic form values of 2.1802, 2.2613, and 3.1286 respectively. Thus
all these distributions can be fitted without leading to a rejection of the null hypothesis at any reasonable significance level when the observed values of the test statistics are compared to the limiting $\chi^2$ distributions. The Weibull distribution leads to the smallest quadratic form value and so can be judged as providing the closest fit, as also noted in Hogg and Klugman (1984) in a rather informal way.

Similarly, the three distributions are fitted to a set of individual claims data (using 12 limits in this case) considered in Currie (1992). There are $n = 96$ observations, as shown in Table 1. Table 3 shows that the lognormal distribution leads to the smallest quadratic form value and provides the closest fit. The null hypothesis is not rejected for both the lognormal and Pareto distributions.

<table>
<thead>
<tr>
<th>Hurricane Loss Data (in thousands) in 1981 Dollars, Truncated below at $w = 5,000,000$, and Individual Claims Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hurricane Loss Data</td>
</tr>
<tr>
<td>6,766  7,123  10,562  14,474  15,351  16,983  18,383  19,030  25,304</td>
</tr>
<tr>
<td>29,112  30,146  33,727  40,596  41,409  47,905  49,397  52,600  59,917</td>
</tr>
<tr>
<td>63,123  77,809  102,942  123,680  140,136  192,013  198,446  227,338</td>
</tr>
<tr>
<td>329,511  361,200  421,680  513,586  545,778  750,389  863,881  1,638,000</td>
</tr>
<tr>
<td>Individual Claims Data</td>
</tr>
<tr>
<td>24   26   73   84   102   115   132   159  207</td>
</tr>
<tr>
<td>240  241  254  268  272  282  300  302  329</td>
</tr>
<tr>
<td>346  359  367  375  378  384  452  475  495</td>
</tr>
<tr>
<td>503  531  543  563  594  609  671  687  691</td>
</tr>
<tr>
<td>716  757  821  829  885  893  968  1,053  1,081</td>
</tr>
<tr>
<td>1,083  1,150  1,205  1,262  1,270  1,351  1,385  1,498  1,546</td>
</tr>
<tr>
<td>1,565  1,635  1,671  1,706  1,820  1,829  1,855  1,873  1,914</td>
</tr>
<tr>
<td>2,030  2,066  2,240  2,413  2,421  2,521  2,586  2,727  2,797</td>
</tr>
<tr>
<td>2,850  2,989  3,110  3,166  3,383  3,443  3,512  3,515  3,531</td>
</tr>
<tr>
<td>4,068  4,527  5,006  5,065  5,481  6,046  7,003  7,245  7,477</td>
</tr>
<tr>
<td>8,738  9,197  16,370  17,605  25,318  58,524</td>
</tr>
</tbody>
</table>
### Table 2
Expected LVAs (in millions) for Fitting Weibull Distribution to Hurricane Loss Data using ML, MC, and MQ Methods

<table>
<thead>
<tr>
<th>Interval</th>
<th>End Point</th>
<th>ML</th>
<th>MC</th>
<th>MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>9.75</td>
<td>9.76</td>
<td>9.75</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>22.03</td>
<td>22.11</td>
<td>22.03</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>38.64</td>
<td>38.89</td>
<td>38.66</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>63.90</td>
<td>64.58</td>
<td>63.98</td>
</tr>
<tr>
<td>6</td>
<td>250</td>
<td>110.47</td>
<td>112.32</td>
<td>110.80</td>
</tr>
<tr>
<td>7</td>
<td>500</td>
<td>149.45</td>
<td>152.68</td>
<td>150.22</td>
</tr>
<tr>
<td>8</td>
<td>1,000</td>
<td>181.45</td>
<td>186.10</td>
<td>182.84</td>
</tr>
<tr>
<td>9</td>
<td>2,500</td>
<td>202.48</td>
<td>208.29</td>
<td>204.62</td>
</tr>
<tr>
<td>10</td>
<td>5,000</td>
<td>206.19</td>
<td>212.24</td>
<td>208.57</td>
</tr>
<tr>
<td>11</td>
<td>$\infty$</td>
<td>206.66</td>
<td>212.75</td>
<td>209.09</td>
</tr>
</tbody>
</table>

### Table 3
Parameter Estimates of Selected Distributions and Computed Values of $T$ Statistics

#### Hurricane Loss Data

<table>
<thead>
<tr>
<th>Method</th>
<th>Weibull $c$</th>
<th>$\tau$</th>
<th>$T^*$</th>
<th>Lognormal $\mu$</th>
<th>$\sigma$</th>
<th>$T^*$</th>
<th>Pareto $\lambda$</th>
<th>$\alpha$</th>
<th>$T^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>0.00007264</td>
<td>0.52090</td>
<td>2.1817</td>
<td>17.9526</td>
<td>1.6027</td>
<td>2.3203</td>
<td>73709152</td>
<td>1.1571</td>
<td>3.2740</td>
</tr>
<tr>
<td>MC</td>
<td>0.00006491</td>
<td>0.52559</td>
<td>2.1908</td>
<td>18.0451</td>
<td>1.6208</td>
<td>2.2877</td>
<td>70734053</td>
<td>1.0445</td>
<td>3.1424</td>
</tr>
<tr>
<td>MQ</td>
<td>0.000074999</td>
<td>0.51877</td>
<td>2.1802</td>
<td>17.9913</td>
<td>1.6424</td>
<td>2.2613</td>
<td>68486509</td>
<td>1.0457</td>
<td>3.1286</td>
</tr>
</tbody>
</table>

#### Individual Claims Data

<table>
<thead>
<tr>
<th>Method</th>
<th>Weibull $c$</th>
<th>$\tau$</th>
<th>$T$</th>
<th>Lognormal $\mu$</th>
<th>$\sigma$</th>
<th>$T$</th>
<th>Pareto $\lambda$</th>
<th>$\alpha$</th>
<th>$T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML</td>
<td>0.004073</td>
<td>0.71324</td>
<td>21.9138</td>
<td>7.021540</td>
<td>1.398584</td>
<td>4.1096</td>
<td>2702.47</td>
<td>1.908407</td>
<td>5.6400</td>
</tr>
<tr>
<td>MC</td>
<td>0.002008</td>
<td>0.81562</td>
<td>71.8597</td>
<td>7.041927</td>
<td>1.293009</td>
<td>4.5061</td>
<td>3392.86</td>
<td>2.313451</td>
<td>6.4799</td>
</tr>
<tr>
<td>MQ</td>
<td>0.005633</td>
<td>0.668106</td>
<td>19.5294</td>
<td>7.051828</td>
<td>1.359028</td>
<td>3.9063</td>
<td>2643.86</td>
<td>1.881632</td>
<td>5.6364</td>
</tr>
</tbody>
</table>
4 Tendency to $\chi^2$ Distribution – Simulation Studies

Sampling experiments are now carried out to check how well the quadratic form test statistic $T$ in (6) follows the limiting $\chi^2$ distribution. Tables 4A to 4C show the results of these experiments. Both Pearson’s chi-square test statistic $\chi^2$ and the quadratic form test statistic $T$ are calculated. In each case, two scenarios are considered: (a) the parameters are estimated from the observations by the ML method; (b) the parameters are estimated by the MC and the MQ methods correspondingly.

For each sample, the range is divided into 10 intervals based on the following quantiles: (0.20, 0.40, 0.50, 0.60, 0.70, 0.80, 0.90, 0.95, 0.975). In the case of known parameter values, the intervals are fixed according to this set of quantiles. Following the usual practice in conducting the chi-square test, when the parameter values are not known, the intervals are not fixed; rather, they vary with the observations with divisions roughly corresponding to the quantiles above. More specifically, parameter estimates are first obtained under scenarios (a) and (b). The intervals are then determined by the quantiles above, in accordance with the estimated distribution. Moore (1986) provides a detailed discussion of using such random intervals for the chi-square test. We expect the validity of the chi-square procedure to be carried over to the quadratic form test, as revealed by our simulation results.

With this set of intervals/limits, the $\chi^2$ statistic and the $T$ statistic are computed for each sample. Ten thousand repetitions are made. In every repetition, each of the two statistics is obtained under two different scenarios (a) and (b), yielding a total of four quantities, the distributions of which are shown across the sub-tables in Tables 4A to 4C.

From the statistical theory in Appendix A, the $T$ statistic under scenario (b) would have a limiting $\chi^2$ distribution on $10 - r$ degrees of freedom, where 10 is the number of limits according to the quantiles.
above and \( r \) is the number of parameters of the distribution law under test (\( r = 2 \) for all the three distributions considered here). Note that, unlike the chi-square test, the number of limits is not diminished by one in calculating the degrees of freedom in the quadratic form test. On the other hand, the \( \chi^2 \) statistic under scenario (b) would have, according to the classical theory, a limiting \( \chi^2 \) distribution on \( 9 - r \) degrees of freedom. The reason for this difference is that while the total frequency count is fixed and therefore forms a constraint in the chi-square test, there is no such constraint involved in the quadratic form test.

The purpose of the simulation exercise is to check whether, or how well, the four statistics follow the limiting \( \chi^2 \) distributions. For each case, the following 5 quantiles of the \( \chi^2 \) distribution with an appropriate degree of freedom are used: (0.25, 0.50, 0.75, 0.90, 0.95). Each sub-table in Tables 4A to 4C shows the expected frequencies for a statistic, out of 10,000, falling into 6 intervals formed from the 5 quantiles, assuming this statistic follows the appropriate \( \chi^2 \) distribution, and the corresponding observed frequencies. For each statistic, the degree of agreement between the observed and expected frequencies is an indication of how close the distribution of this statistic is to the limiting \( \chi^2 \) distribution.

The overall closeness between the frequency distribution of each statistic and the limiting \( \chi^2 \) distribution can be measured by another \( \chi^2 \) value, and such values are shown in the bottom line of each sub-table. (These values can then be compared against the \( \chi^2 \) distribution on 5 degrees of freedom, corresponding to the 6 intervals. The critical value at 5% significance level is 11.07.) Firstly, there is evidence that the \( T \) statistic from the MQ method follows the \( \chi^2 \) distribution more closely, i.e. it converges faster to the limiting \( \chi^2 \) distribution as the sample size increases, when compared to the \( \chi^2 \) statistic from the MC method. Secondly, while our figures support the theory that the \( X^2 \) statistic calculated from the ML parameter estimates do not follow the \( \chi^2 \) distribution, the distribution of the \( T \) statistic from the ML method appears to be relatively closer to the \( \chi^2 \) distribution. This result
suggests that the $\chi^2$ distribution may serve as a practical approximation for the $T$ statistic based on the ML parameter estimates.

A number of our figures show significant overall departure of the test statistics from the limiting $\chi^2$ distributions, especially when the sample size is small. For practical applications, however, it is more useful to focus on the upper range. Generally, the $T$ statistic based on the MQ method tends to have a smaller tail than the limiting $\chi^2$ distribution. If the procedure is to reject the null hypothesis when the observed minimum quadratic form exceeds the the upper 5th percentile of the $\chi^2$ distribution, the probability $\alpha$ of type I error would actually be less than 5%. The hypothesis would thus be rejected less often than suggested by the nominal rate. This problem can be greatly alleviated when the sample size is increased to, say, a few hundreds.

Note also that for the $T$ statistic based on the ML parameter estimates, the $\chi^2$ distribution provides a reasonable approximation at the upper end, when the samples are simulated from the Weibull and Pareto distributions. Referring to the remark in Section 2, however, the hypothesis tends to be rejected more frequently than suggested by the nominal level in this case.

**Table 4A**  
Simulation Results on $X^2$ and $T$ Statistics for Weibull Samples ($c = 0.0000725$, $\tau = 0.521$)

<table>
<thead>
<tr>
<th>$E_i$</th>
<th>$\chi^2$ from ML</th>
<th>$\chi^2$ from MC</th>
<th>$\chi^2$ from MQ</th>
<th>$T$ from ML</th>
<th>$T$ from MC</th>
<th>$T$ from MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2,500</td>
<td>2,042</td>
<td>83.91</td>
<td>2,644</td>
<td>8.29</td>
<td>1,906</td>
<td>141.13</td>
</tr>
<tr>
<td>2,500</td>
<td>2,511</td>
<td>0.05</td>
<td>2,590</td>
<td>3.24</td>
<td>2,575</td>
<td>2.25</td>
</tr>
<tr>
<td>2,500</td>
<td>2,723</td>
<td>19.89</td>
<td>2,497</td>
<td>0.00</td>
<td>2,810</td>
<td>38.44</td>
</tr>
<tr>
<td>1,500</td>
<td>1,698</td>
<td>26.14</td>
<td>1,346</td>
<td>15.81</td>
<td>1,656</td>
<td>16.22</td>
</tr>
<tr>
<td>500</td>
<td>505</td>
<td>0.05</td>
<td>450</td>
<td>5.00</td>
<td>567</td>
<td>8.98</td>
</tr>
<tr>
<td>500</td>
<td>521</td>
<td>0.88</td>
<td>473</td>
<td>1.46</td>
<td>486</td>
<td>0.39</td>
</tr>
<tr>
<td>Total</td>
<td>130.91</td>
<td>33.81</td>
<td>207.42</td>
<td>202.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n = 100$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2,500</td>
<td>2,168</td>
<td>44.09</td>
<td>2,550</td>
<td>1.00</td>
<td>2,084</td>
<td>69.22</td>
</tr>
<tr>
<td>2,500</td>
<td>2,373</td>
<td>6.45</td>
<td>2,512</td>
<td>0.06</td>
<td>2,409</td>
<td>3.31</td>
</tr>
<tr>
<td>2,500</td>
<td>2,709</td>
<td>17.47</td>
<td>2,532</td>
<td>0.41</td>
<td>2,690</td>
<td>14.44</td>
</tr>
<tr>
<td>$E_i$</td>
<td>$O_1$</td>
<td>$(O_1 - E_i)^2 / E_i$</td>
<td>$O_2$</td>
<td>$(O_2 - E_i)^2 / E_i$</td>
<td>$O_3$</td>
<td>$(O_3 - E_i)^2 / E_i$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>1,500</td>
<td>1,663</td>
<td>17.71</td>
<td>1,418</td>
<td>4.48</td>
<td>1,707</td>
<td>28.57</td>
</tr>
<tr>
<td>500</td>
<td>525</td>
<td>1.25</td>
<td>482</td>
<td>0.65</td>
<td>551</td>
<td>5.20</td>
</tr>
<tr>
<td>500</td>
<td>562</td>
<td>7.69</td>
<td>506</td>
<td>0.07</td>
<td>559</td>
<td>6.96</td>
</tr>
</tbody>
</table>
| Total | 94.66 | 6.67 | 127.70 | 93.94 |}

$n = 250$

<table>
<thead>
<tr>
<th>$n = 250$</th>
<th>$X^2$ from ML</th>
<th>$T$ from ML</th>
<th>$X^2$ from MC</th>
<th>$T$ from MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,500</td>
<td>2,118</td>
<td>58.37</td>
<td>2,470</td>
<td>0.36</td>
</tr>
<tr>
<td>2,500</td>
<td>2,445</td>
<td>1.21</td>
<td>2,534</td>
<td>0.46</td>
</tr>
<tr>
<td>2,500</td>
<td>2,658</td>
<td>9.99</td>
<td>2,560</td>
<td>1.44</td>
</tr>
<tr>
<td>1,500</td>
<td>1,628</td>
<td>10.92</td>
<td>1,444</td>
<td>2.09</td>
</tr>
<tr>
<td>500</td>
<td>589</td>
<td>15.84</td>
<td>468</td>
<td>2.05</td>
</tr>
<tr>
<td>500</td>
<td>562</td>
<td>7.69</td>
<td>524</td>
<td>1.15</td>
</tr>
</tbody>
</table>
| Total | 104.02 | 7.55 | 108.35 | 34.15 |}

$n = 500$

<table>
<thead>
<tr>
<th>$n = 500$</th>
<th>$X^2$ from ML</th>
<th>$T$ from ML</th>
<th>$X^2$ from MC</th>
<th>$T$ from MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,500</td>
<td>2,172</td>
<td>43.03</td>
<td>2,429</td>
<td>2.02</td>
</tr>
<tr>
<td>2,500</td>
<td>2,538</td>
<td>0.58</td>
<td>2,602</td>
<td>4.16</td>
</tr>
<tr>
<td>2,500</td>
<td>2,658</td>
<td>9.99</td>
<td>2,466</td>
<td>0.46</td>
</tr>
<tr>
<td>1,500</td>
<td>1,512</td>
<td>0.10</td>
<td>1,465</td>
<td>0.82</td>
</tr>
<tr>
<td>500</td>
<td>560</td>
<td>7.20</td>
<td>500</td>
<td>0.00</td>
</tr>
<tr>
<td>500</td>
<td>560</td>
<td>7.20</td>
<td>538</td>
<td>2.89</td>
</tr>
<tr>
<td>Total</td>
<td>68.09</td>
<td>10.35</td>
<td>33.20</td>
<td>14.09</td>
</tr>
</tbody>
</table>
### Table 4B

Simulation Results on $X^2$ and $T$ Statistics for Lognormal Samples ($\mu = 17.2\,\text{, }\sigma = 1.45$)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$X^2$ from ML</th>
<th>$T$ from ML</th>
<th>$X^2$ from MC</th>
<th>$T$ from MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>166.78</td>
<td>29.51</td>
<td>163.28</td>
<td>309.23</td>
</tr>
<tr>
<td>100</td>
<td>116.62</td>
<td>21.17</td>
<td>111.55</td>
<td>131.54</td>
</tr>
<tr>
<td>250</td>
<td>100.10</td>
<td>55.88</td>
<td>50.80</td>
<td>31.06</td>
</tr>
<tr>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 4C  
Simulation Results on $X^2$ and $T$ Statistics for Pareto Samples ($\lambda = 70 \times 10^6$, $\alpha = 0.8$)

<table>
<thead>
<tr>
<th>$E_i$</th>
<th>$O_i$</th>
<th>$(O_i - E_i)^2$</th>
<th>$O_i$</th>
<th>$(O_i - E_i)^2$</th>
<th>$O_i$</th>
<th>$(O_i - E_i)^2$</th>
<th>$O_i$</th>
<th>$(O_i - E_i)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>574</td>
<td>10.95</td>
<td>656</td>
<td>48.67</td>
<td>533</td>
<td>2.18</td>
<td>530</td>
<td>1.80</td>
</tr>
<tr>
<td>Total</td>
<td>108.17</td>
<td>53.06</td>
<td>40.49</td>
<td>20.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 50$</th>
<th>$X^2$ from ML</th>
<th>$T$ from ML</th>
<th>$X^2$ from MC</th>
<th>$T$ from MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,500</td>
<td>2,116</td>
<td>58.98</td>
<td>2,198</td>
<td>36.48</td>
</tr>
<tr>
<td>2,500</td>
<td>2,519</td>
<td>0.14</td>
<td>2,563</td>
<td>1.59</td>
</tr>
<tr>
<td>2,500</td>
<td>2,672</td>
<td>11.83</td>
<td>2,568</td>
<td>1.85</td>
</tr>
<tr>
<td>1,500</td>
<td>1,619</td>
<td>9.44</td>
<td>1,626</td>
<td>10.58</td>
</tr>
<tr>
<td>500</td>
<td>510</td>
<td>0.20</td>
<td>582</td>
<td>13.45</td>
</tr>
<tr>
<td>500</td>
<td>564</td>
<td>8.19</td>
<td>463</td>
<td>2.74</td>
</tr>
<tr>
<td>Total</td>
<td>88.79</td>
<td>66.69</td>
<td>198.84</td>
<td>71.62</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 100$</th>
<th>$X^2$ from ML</th>
<th>$T$ from ML</th>
<th>$X^2$ from MC</th>
<th>$T$ from MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,500</td>
<td>2,335</td>
<td>10.89</td>
<td>2,296</td>
<td>16.65</td>
</tr>
<tr>
<td>2,500</td>
<td>2,426</td>
<td>2.19</td>
<td>2,564</td>
<td>1.64</td>
</tr>
<tr>
<td>2,500</td>
<td>2,626</td>
<td>6.35</td>
<td>2,610</td>
<td>4.84</td>
</tr>
<tr>
<td>1,500</td>
<td>1,624</td>
<td>10.25</td>
<td>1,512</td>
<td>0.10</td>
</tr>
<tr>
<td>500</td>
<td>492</td>
<td>0.13</td>
<td>496</td>
<td>0.03</td>
</tr>
<tr>
<td>500</td>
<td>497</td>
<td>0.02</td>
<td>522</td>
<td>0.97</td>
</tr>
<tr>
<td>Total</td>
<td>29.83</td>
<td>24.22</td>
<td>137.93</td>
<td>29.60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 250$</th>
<th>$X^2$ from ML</th>
<th>$T$ from ML</th>
<th>$X^2$ from MC</th>
<th>$T$ from MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,500</td>
<td>2,295</td>
<td>16.81</td>
<td>2,422</td>
<td>2.43</td>
</tr>
<tr>
<td>2,500</td>
<td>2,472</td>
<td>0.31</td>
<td>2,451</td>
<td>0.96</td>
</tr>
<tr>
<td>2,500</td>
<td>2,586</td>
<td>2.96</td>
<td>2,537</td>
<td>0.55</td>
</tr>
<tr>
<td>1,500</td>
<td>1,598</td>
<td>6.40</td>
<td>1,586</td>
<td>4.93</td>
</tr>
<tr>
<td>500</td>
<td>516</td>
<td>0.51</td>
<td>509</td>
<td>0.16</td>
</tr>
<tr>
<td>500</td>
<td>533</td>
<td>2.18</td>
<td>495</td>
<td>0.05</td>
</tr>
<tr>
<td>Total</td>
<td>29.17</td>
<td>9.08</td>
<td>84.63</td>
<td>8.48</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n = 500$</th>
<th>$X^2$ from ML</th>
<th>$T$ from ML</th>
<th>$X^2$ from MC</th>
<th>$T$ from MQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,500</td>
<td>2,403</td>
<td>3.76</td>
<td>2,463</td>
<td>0.55</td>
</tr>
<tr>
<td>2,500</td>
<td>2,474</td>
<td>0.27</td>
<td>2,470</td>
<td>0.36</td>
</tr>
<tr>
<td>Total</td>
<td>2,452</td>
<td>0.92</td>
<td>2,467</td>
<td>0.44</td>
</tr>
</tbody>
</table>
5 The Power of the Test

In this section, we present some simulation results on the power of Pearson’s chi-square test and the suggested quadratic form test. In Table 5, the fitting distribution shown in the second column is the distribution under the null hypothesis, and this distribution is fitted to the observations generated from another distribution stated in the first column. For example, in the first row, the null hypothesis is that the observations follow a lognormal distribution, but they have in fact come from a Weibull distribution. The remaining items are the empirical rejection rates at a significance level of 5%.

In our simulation studies, using a sample size of 100, ten thousand repetitions are made for each case. The range is divided into 10 intervals as described in Section 4. For each sample, the $\chi^2$ statistic and the $T$ statistic under scenario (b) in Section 4 are calculated and the empirical rejection rates at the 5% significance level are obtained.

Because the distributions of the $\chi^2$ and $T$ statistics are not exactly that of $\chi^2$, it may not be accurate enough to take the $\chi^2$ percentile as the cut-off value for the tests. As such, the cut-off point for each fitting distribution is determined empirically as follows. Samples are generated from the fitting distribution and, for each sample, the two test statistics under the null hypothesis that the generating distribution and fitting distribution belong to the same family are computed. The resulting values could be regarded as observations from the null distributions of the $\chi^2$ and $T$ statistics. For each of these two statistics, a rescaled gamma distribution with adjustable parameters is fitted to the simulated values of the statistic, and the null hypothesis cut-off point at 5% is thus determined. This procedure would ensure
that the rejection rates are close to the nominal rates under the null hypothesis. We also use the sample quantiles of the two statistics as a comparison. The generating distributions have the following parameter values:

- **Weibull:**
  \[ c = 0.0000725, \tau = 0.521; \]

- **Lognormal:**
  \[ \mu = 17.2, \sigma = 1.78; \]

- **Pareto:**
  \[ \lambda = 40 \times 10^6, \alpha = 0.8. \]

These generating distributions resemble the distribution of the hurricane losses discussed in Section 3. Other parameters have also been tested and the results are broadly similar.

Table 5 shows that in general, the quadratic form test has appreciably better power than the chi-square test. The power varies considerably over different fitting-generating pairs, indicating perhaps the degree of similarity between the distributions in a pair. In comparing testing methods, it is the relative power, rather than the absolute power, being the major concern.

It should be noted that both the chi-square test and the quadratic form test are general significance tests without specifying any alternatives. Cox and Hinkley (1974) (Chapter 3) call these pure significance tests. In the statistical literature (eg. Moore 1986), there are other tests that assess the goodness of fit of a given distribution against a specified alternative distribution. Such tests usually make use of the characteristics of the given distributions and tend to have greater power.

In theory, it can be argued that the LVAs generally contain more information than frequencies. Consider the empirical distribution function (edf) over the interval formed by two consecutive points in the tests. The frequency within the interval gives the jump of the edf over the interval, but the LVAs would also give some indication about the shape of the edf. This appears to explain the superior performance of the quadratic form test over the chi-square test in our simulation studies.
<table>
<thead>
<tr>
<th>Population</th>
<th>Fit</th>
<th>$T$</th>
<th>$\chi^2$</th>
<th>Population</th>
<th>Fit</th>
<th>$T$</th>
<th>$\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>LN</td>
<td>0.3669</td>
<td>0.2079</td>
<td>W</td>
<td>LN</td>
<td>0.3834</td>
<td>0.2219</td>
</tr>
<tr>
<td>W</td>
<td>Pa</td>
<td>0.8096</td>
<td>0.5481</td>
<td>W</td>
<td>Pa</td>
<td>0.8176</td>
<td>0.5643</td>
</tr>
<tr>
<td>LN</td>
<td>W</td>
<td>0.7145</td>
<td>0.3795</td>
<td>LN</td>
<td>W</td>
<td>0.7286</td>
<td>0.4008</td>
</tr>
<tr>
<td>LN</td>
<td>Pa</td>
<td>0.0749</td>
<td>0.0639</td>
<td>LN</td>
<td>Pa</td>
<td>0.0846</td>
<td>0.0755</td>
</tr>
<tr>
<td>Pa</td>
<td>W</td>
<td>0.9359</td>
<td>0.7451</td>
<td>Pa</td>
<td>W</td>
<td>0.9375</td>
<td>0.7619</td>
</tr>
<tr>
<td>Pa</td>
<td>LN</td>
<td>0.2028</td>
<td>0.1182</td>
<td>Pa</td>
<td>LN</td>
<td>0.2049</td>
<td>0.1327</td>
</tr>
</tbody>
</table>

(W: Weibull; LN: Lognormal; Pa: Pareto)
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Appendix A

Consider a random sample \( X_1, X_2, \ldots, X_n \) from the density function \( f(x; \theta) \), where the parameter \( \theta \) may be vector-valued with dimensionality \( r \). Let \( Y = [ Y_1, Y_2, \ldots, Y_k ]' \), \( k > r \), be a vector representing the LVAs at the limits \( d_1 < d_2 < \ldots < d_k \) for this random sample, and \( \eta(\theta) = \eta = [ \eta_1, \eta_2, \ldots, \eta_k ]' \) be a vector representing the corresponding population limited-value means.

By the central limit theorem, the random variable \( Y \) has, for large samples, a distribution equivalent to a multivariate normal distribution with mean \( \eta \) and known covariance matrix \( \Sigma/n \ (k \times k) \).

Asymptotically, the density function of \( Y \) is
\[
f_Y(y) = (2\pi)^{-k/2} y^{-(|\Sigma|)/2} \exp\left\{ -\frac{1}{2} (y - \eta)' \Sigma^{-1} (y - \eta) \right\}.
\]

(7)

The log-likelihood function is therefore
\[
l = K - \frac{1}{2} \ln(|\Sigma|) - \frac{n}{2} (y \eta)' \Sigma^{-1} (y - \eta),
\]

where \( K \) is a constant, ie. not dependent on \( \eta \) or \( \Sigma \). Now consider the estimation of \( \eta \). The efficient score \( S \ (r \times 1) \) is given by
\[
S = \frac{\partial l}{\partial \theta} = n \frac{\partial \eta'}{\partial \theta} \Sigma^{-1} (-\eta),
\]

and the information matrix \( I_{\theta} \ (r \times r) \) is given by
\[
I_{\theta} = \text{Var}(S) = n \frac{\partial \eta'}{\partial \theta} \Sigma^{-1} \frac{\partial \eta}{\partial \theta}'.
\]

Let \( \hat{\theta} \) be an efficient estimator of \( \theta \) with the form
\[
\hat{\theta} = a + \beta' S + R,
\]

where \( a \ (r \times 1) \) and \( \beta \ (r \times r) \) consist of real constants, possibly functions of \( \theta \), \( R \ (r \times 1) \) is a remainder of order \( O(n^{-1/2}) \) or lower, and \( \hat{\theta} \) is asymptotically unbiased for \( \theta \) with asymptotic covariance matrix \( I_{\hat{\theta}}^{-1} \). (Refer to Rao 1973, Chapter 5 for more details.) These requirements lead to
\( \hat{\theta} - \theta \sim n \sum_{i} \frac{\partial^2 \eta}{\partial \theta_i}^{-1}(\hat{\eta} - \eta), \) \hspace{1cm} (8)

where the symbol \( \sim \) means the expressions on the two sides are asymptotically equivalent.

By standard estimation theory, the maximum likelihood estimator of \( \theta \) (with \( \eta = \eta(\theta) \)) for the density function in (7) will satisfy these requirements. Note that the ML estimates in this case are precisely the parameter values that minimise the quadratic form in (6) and would lead to the minimum quadratic form test statistic \( T \). Let also \( \hat{\eta} = \eta(\hat{\theta}) \) be the estimator of the vector of the limited-value means \( \eta \), based on the estimator \( \hat{\theta} \). In the notation of this section, \( \hat{\eta} = \eta(\hat{\theta}) \) would be the vector of the expected LVAs at the limits \( d_1 < d_2 < \ldots < d_k \), evaluated with respect to the distribution having the parameter value \( \hat{\theta} \).

We now show that the quadratic form
\[
T = n \left( Y \Sigma \hat{\eta} \right) Y^{-1}(\hat{\eta} - \hat{\eta}) \hspace{1cm} (9)
\]
has a limiting \( \chi^2 \) distribution with \( k - r \) degrees of freedom. First we write, with the help of (8), \( \hat{\eta} - \eta \) asymptotically as
\[
\hat{\eta} - \eta = \frac{\partial \eta}{\partial \theta}(\hat{\theta} - \theta) = n \frac{\partial \eta}{\partial \theta} I^{-1}_o \frac{\partial \eta'}{\partial \theta} \Sigma^{-1}(Y - \eta) = B \Sigma^{-1}(Y - \eta),
\]
where
\[
B = \frac{n}{o} \frac{\partial \eta}{\partial \theta} I^{-1}_o \frac{\partial \eta'}{\partial \theta}.
\]

Note that this is essentially a Taylor expansion retaining only the first-order term. Substituting this in (9) yields
\[
T = n \left( Y - \Sigma \hat{\eta} - B \Sigma^{-1/2} \Sigma^{-1/2} \right) Y^{-1}(\hat{\eta} - \eta)
\]
\[
= n \left( Y \Sigma \eta B' \left( \Sigma^{-1/2} \bar{\Sigma}^{-1/2} \right) \right) Y^{-1}(\hat{\eta} - \eta)
\]
\[
= n \left( Y \Sigma \eta \right) I^{-1/2} \left( B \Sigma^{-1/2} \Sigma^{-1/2} \right) Y^{-1/2}(\hat{\eta} - \eta),
\]
in which it can be shown, from the expressions for \( I_o \) and for \( B \), that the matrix \( \Sigma - B^2 \Sigma \) is idempotent with rank \( k - r \). From the
theory of the distribution of quadratic forms in normal variables, we conclude that $T$ asymptotically follows the $\chi^2$ distribution with $k-r$ degrees of freedom.

If $\Sigma$ is estimated from the data, then $T$ becomes

$$T = n \left( Y \Sigma \hat{\eta} Y^{-1} \hat{\eta} \right),$$

where $\hat{\Sigma}$ is an efficient estimator of $\Sigma$ based on the observations, and it is natural to take $\hat{\Sigma} = n \left[ \hat{h}_{ij} \right]$ as given in Section 2. In this case, by the well-known Wald’s theorem, $T$ again asymptotically follows the $\chi^2$ distribution with $k-r$ degrees of freedom.

It is important to note that $\hat{\theta}$ should be obtained by maximising $l$, ie. minimising the quadratic form in (6); then it is equivalent to the maximum likelihood estimator based on the density in (7) and is therefore efficient, and $T$ will follow the $\chi^2$ distribution asymptotically. However, if $\hat{\theta}$ is obtained by other methods, eg. maximising the original likelihood function based on $f(x;\theta)$, then the $T$ statistic so constructed will not asymptotically follow the $\chi^2$ distribution. As stated in Section 4, it is generally easier to reject the hypothesis of good fit under the latter case. If the sample size $n$ is large and the number $k$ of the LVAs is not too small, the $\chi^2$ distribution would nevertheless serve as a reasonable approximation. Moore (1986) provides a similar discussion on the $X^2$ statistic.
Appendix B

This Appendix gives the limited-value moments we derive for the eight distributions listed in the Appendix of Hogg and Klugman (1984). If a random variable $Y$ has distribution function $F(y)$, then the limited-value $k^{th}$ moment limited to $x$ is

$$E(Y^k; x) = \int_0^x y^k dF(y) + x^k (1 - F(x)) = k \int_0^x y^{k-1} (1 - F(y)) \, dy.$$

Although for the purpose of this paper only the first and second moments are needed, general expressions for the moments are presented. Note that the first moment is also provided in Hogg and Klugman (1984).

**Burr distribution**

$$f(x) = \alpha \tau a (x^\tau)^{-a} (\lambda + x^\tau)^{-a-1}, \quad x > 0, \quad \alpha > 0, \quad \lambda > 0, \quad \tau > 0.$$ 

$$E(X^h; x) = \begin{cases} 
\frac{h \lambda \tau}{\tau} \Gamma \left( \frac{h}{\tau} \right) \Gamma(\alpha - \frac{h}{\tau}) B \left( \frac{h}{\tau}, \alpha - \frac{h}{\tau}; \frac{\lambda + x^\tau}{\alpha} \right) & \text{if } \alpha > \frac{h}{\tau}; \\
\frac{h \lambda \tau}{\tau} \int_0^{\frac{x^\tau}{\lambda + x^\tau}} t^{h-1} (1 - t)^{a-\frac{h}{\tau} - 1} dt & \text{if } \alpha > 0.
\end{cases}$$

**Pareto distribution**

$$f(x) = \alpha \lambda (\lambda + x)^{-a-1}, \quad x > 0, \quad \alpha > 0, \quad \lambda > 0.$$ 

$$E(X^h; x) = h \lambda \sum_{j=0}^{h-1} \binom{h-1}{j} (-1)^{h-1-j} \frac{1}{\alpha - 1 - j} \left( 1 - \left( \frac{\lambda}{\lambda + x} \right)^{a-1-j} \right),$$

where for $j = \alpha - 1$ the term $\frac{1}{\alpha - 1 - j} \left( 1 - \left( \frac{\lambda}{\lambda + x} \right)^{a-1-j} \right)$ is to be replaced by $\ln \left( \frac{\lambda + x}{\lambda} \right)$. For $h = 1, 2$, the limited-value moments are as follows.

$$E(X; x) = \begin{cases} 
\frac{\lambda}{\alpha - 1} \left( 1 - \left( \frac{\lambda}{\lambda + x} \right)^{a-1} \right) & \text{if } \alpha \neq 1; \\
\lambda \ln \left( \frac{\lambda + x}{\lambda} \right) & \text{if } \alpha = 1.
\end{cases}$$
On the Use of Limited-Value Averages in Actuarial Modelling

\[ E(X^2; x) = \begin{cases} 
2\lambda \left( x - \lambda \ln \left( \frac{\lambda + x}{\lambda} \right) \right) & \text{if } \alpha = 1; \\
2\lambda^2 \left( \ln \left( \frac{\lambda + x}{\lambda} \right) - \frac{x}{\lambda + x} \right) & \text{if } \alpha = 2; \\
2\lambda^2 \left[ \frac{1}{\alpha - 2} \left( 1 - \left( \frac{\lambda}{\lambda + x} \right)^{\alpha - 2} \right) - \frac{\lambda}{\alpha - 1} \left( 1 - \left( \frac{\lambda}{\lambda + x} \right)^{\alpha - 1} \right) \right] & \text{if } \alpha \neq 1, \alpha \neq 2.
\end{cases} \]

Generalized Pareto distribution

\[ f(x) = \frac{\Gamma(\alpha + k) \lambda^\alpha x^{k-1}}{\Gamma(\alpha) \Gamma(k) (\lambda + x)^{k+\alpha}}, \quad x > 0, \quad \alpha > 0, \quad \lambda > 0, \quad k > 0. \]

\[ E(X^h; x) = \frac{\prod_{i=0}^{h-1} (k + i) \lambda^h B(k + h, \alpha - h ; \frac{x}{\lambda + x}) + x^h \left( 1 - B(k, \alpha ; \frac{x}{\lambda + x}) \right)}{\Gamma(\alpha) \Gamma(k) \lambda^h \int_0^x t^{k+\alpha-1} (1-t)^{\alpha-h-1} dt + x^h \left( 1 - B(k, \alpha ; \frac{x}{\lambda + x}) \right)} \quad \text{if } \alpha > h; \]

\[ E(X^h; x) = \frac{\Gamma(\alpha + \frac{1}{\tau}) \Gamma(\alpha + \frac{h}{\tau}; (\lambda x)^\tau) + x^h \left[ 1 - \Gamma(\alpha ; (\lambda x)^\tau) \right]}{\lambda^\tau \Gamma(\alpha) \Gamma(\alpha + h; \lambda x)^\tau + x^h \left[ 1 - \Gamma(\alpha ; \lambda x)^\tau \right]} \quad \text{if } \alpha > 0. \]

Transformed Gamma distribution

\[ f(x) = \frac{\tau^\alpha x^{\alpha-1} e^{-\frac{x}{\tau}}}{\Gamma(\alpha)}, \quad x > 0, \quad \alpha > 0, \quad \lambda > 0, \quad \tau > 0. \]

\[ E(X^h; x) = \frac{\Gamma(\alpha + \frac{1}{\tau})}{\lambda^h \Gamma(\alpha)} \Gamma(\alpha + \frac{h}{\tau}; (\lambda x)^\tau) + x^h \left[ 1 - \Gamma(\alpha ; (\lambda x)^\tau) \right]. \]

Gamma distribution

\[ f(x) = \frac{\lambda^\alpha (\lambda x)^{\alpha-1} e^{-\frac{x}{\lambda}}}{\Gamma(\alpha)}, \quad x > 0, \quad \alpha > 0, \quad \lambda > 0. \]

\[ E(X^h; x) = \frac{\prod_{i=0}^{h-1} (\alpha + i)}{\lambda^h} \Gamma(\alpha + h; \lambda x) + x^h \left[ 1 - \Gamma(\alpha ; \lambda x) \right]. \]
Loggamma distribution

\[ f(x) = \frac{\lambda^a (\ln x)^{a-1}}{x^{a+1} \Gamma(\alpha)} , \quad x > 1, \quad \alpha > 0, \quad \lambda > 0 . \]

\[ E(X^h; x) = \begin{cases} \left( \frac{\lambda}{\lambda - h} \right)^a \Gamma(\alpha ; (\lambda - h) \ln x) + x^h \left[ 1 - \Gamma(\alpha ; \lambda \ln x) \right] & \text{if } \lambda > h ; \\ \frac{e^{(\ln x) \lambda} \ln x}{\Gamma(\alpha)} \sum_{i=0}^{\infty} \frac{(\lambda - h \ln x)^i}{\alpha(\alpha+1) \ldots (\alpha+i)} + x^h \left[ 1 - \Gamma(\alpha ; \lambda \ln x) \right] & \text{if } \lambda > 0 . \end{cases} \]

Lognormal distribution

\[ f(x) = \frac{1}{x \sqrt{2\pi \sigma^2}} e^{-\frac{1}{2} \left( \frac{\ln x - \mu}{\sigma} \right)^2} , \quad x > 0, \quad \sigma > 0 . \]

\[ E(X^h; x) = e^{\frac{h+1}{2} \frac{h^2 \sigma^2}{\rho^2}} \Phi \left( \frac{\ln x - \mu - h \sigma^2}{\sigma} \right) + x^h \left( 1 - \Phi \left( \frac{\ln x - \mu}{\sigma} \right) \right) . \]

Weibull distribution

\[ f(x) = cr \ x^{r-1} e^{-c \ x^r} , \quad x > 0, \quad c > 0, \quad r > 0 . \]

\[ E(X^h; x) = \frac{h \Gamma \left( \frac{h}{c} \right)}{\tau \Gamma \left( \frac{h}{c} \right)} \Gamma \left( \frac{h}{c} ; c \ x^r \right) . \]